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1.    Introduction

The development of high-bitrate data communica-
tion infrastructures is driving the spread of applica-
tions that fully utilize this communication speed and
vice versa. High-bitrate mobile communication infra-
structures for data such as the third-generation (3G)
mobile communication (IMT-2000: International
Mobile Telecommunications 2000) and wireless
local area networks (WLANs) are also being rapidly
established. However, applications that make full use
of the advantages of mobile broadband communica-

tions are relatively scarce.
Initially, communication via mobile phones meant

transmitting speech. As the mobile communication
infrastructure advances, and inexpensive mobile
broadband becomes available, richer speech experi-
ences are expected to become widely available. As
shown in Fig. 1, audio transmission in mobile com-
munication systems used to be monaural single-
medium for speech communication only; however, it
has gradually evolved to cover multi-dimensional/
multimedia content as well. This is typically seen in
NTT DoCoMo’s FOMA (which stands for freedom
of mobile multimedia access) videophones and M-
stage stereo music transmission [1]. Transmission of
a three-dimensional (3-D) sound field to a mobile
device can help establish a virtual sound space in
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which users feel as if they are in a remote auditory
space. Advances in 3-D audio technology will enable
the user experience the desired level of realism to
achieve “reality speech/audio communication”,
which is the ultimate goal of communication in the
audiovisual multimedia environment.

NTT DoCoMo considers that raising the user expe-
rience to achieve reality speech/audio communica-
tion is the key to bringing about new applications, and
to eventually creating new forms of mobile commu-
nication. Research is being conducted to open up the
possibilities offered by mobile broadband, thus start-
ing a new spiral of evolution in applications and in the
forms of communication.

This article focuses on 3-D speech/audio mobile
communication technologies that improve the trans-
mission quality of audio media to the highest degree
possible. It also explains specific service concepts
and introduces a prototype system.

2.   Mobile 3-D audio communications

2.1   Service concepts
Many surround-sound speaker systems that support

5.1-channel formats are being manufactured for con-
sumer use as DVDs grow in popularity. However, one
obstacle preventing such systems from being applied
directly to mobile communication is that it is imprac-
tical to carry the multiple speakers required for play-
back. One effective solution to this problem might be
to apply binaural and transaural playback technolo-
gies [2] to mobile communications. Binaural play-
back reproduces 3-D sound fields via a pair of head-
phones, while transaural playback reproduces sound
via a small number of loudspeakers.

Virtual audio technologies can be applied in two
different ways: to exactly replicate the sound sources
captured in an actual space and to create a virtual
audio space that has no equivalent real space. Some
examples of services utilizing these concepts are
described below.

(1) Super reality service
The application of reality speech/audio communi-

cations technologies to basic speech and videophone
services can provide users with the audio impression
of a face-to-face conversation or allow them to hear a
voice as if it were arriving from the videophone’s
screen, instead of hearing the voice in-head through a
monaural headset. Users will be able to enjoy conver-
sation in an environment that is closer to reality. Such
benefits will reduce fatigue, even for long conversa-
tions.

In three-way calling, as shown in Fig. 2, it is easier
to identify participants if their individual voices seem
to come from different positions in a virtual audio
space. Adding head orientation tracking allows the
experience to approach the naturalness of an audio
conversation in a real meeting space (Fig. 3). With a
large number of participants, the benefit of speaker
separation may be more obvious, and even compli-
cated discussions within a remote meeting can be
understood more clearly.

In addition, multimedia distribution and broadcast-
ing services can utilize these technologies to achieve
super reality—for example, a mobile theater provid-
ing surround audio equivalent to that experienced in
an ordinary movie theater at any time and at any
place. These technologies can also assist in the broad-
casting of sport games and concerts: users feel the
sensation of being present at the remote venue
because the real atmosphere is conveyed.

(2) 3-D audio navigation
Virtual audio technologies are expected to support

navigation services. Supplementing visual informa-
tion, a 3-D sound field will give the user information
about the direction and position of the target. This
will require the use of position and head orientation
tracking. This would for instance be useful when
attempting to find someone at a crowded meeting
point. With the help of location information from, for
example, GPS the relative position of the other party
could be recognized from the arrival direction of their
voice in the listener’s virtual sound field, even with-
out visual information (Fig. 4).

3-D audio navigation is also applicable to virtual
museums, galleries, and town guides. In the case of a
gallery, an audio track explaining a particular exhibit
could be co-located in a 3-D sound field with the
actual exhibit. Users could be guided through the
museum by the 3-D sound field. In the case of a town
guide, 3-D audio could be used to provide tourists
with audio information advertising a particular shop

Hello! Hello!
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Fig. 2.   Three-way calling in 
3-D audio space.

Fig. 3.   Remote meeting in
3-D audio space.
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or product in a downtown area.
(3) 3-D audio in games
Communication and entertainment are becoming

more integrated as evidenced by the emergence of
online games for PCs and TVs and games for i-appli
[3], a Java-based online software environment for
mobile phones provided by NTT DoCoMo. Current-
ly, “sound” is generally subordinate to the visual
aspect of a game or used simply as background
music, but it should be possible to provide more real-
istic and absorbing experiences by integrating 3-D
audio into shooting games, role-playing games, and
other action genres.

In Europe, there is a mobile multi-player shooting
game that can be played against other mobile users
[2]. By incorporating 3-D audio technologies, loca-
tion-based games can add the element of synchro-
nized 3-D sound fields to their traditional visual-cen-
tric tools. Utilizing the user’s location and mobility in
providing new experiences is a very good use of the
strength of mobile communication.

2.2   Technical issues
The basic technologies to reproduce virtual audio

have already been advanced in a variety of fields.
Still, as shown in Fig. 5, there are many issues to be
solved before these technologies are applicable to
mobile communication. One is the signal processing

technologies related to head related transfer functions
(HRTFs) [5], which express how the sound reaches
each ear of a human. In order to perform simple fil-
tering with low complexity such that mobile commu-
nication devices can provide the processing perfor-
mance, it is necessary to develop optimization meth-
ods that utilize the properties of human perception.
The key technology for this optimization is perceptu-
al weighted virtual audio reproduction based on
analysis and modeling of the human auditory percep-
tion mechanism. Other strong requirements in the
field of mobile communications are an examination
of how to transmit this information via mobile com-
munication paths, positioning technology optimized
for the mobile environment, and improvements in the
human interface. 

3.   Prototype system

In order to investigate the feasibility of mobile 3-D
speech/audio communication, we have developed a
system, shown in Fig. 6, that can be used to imple-
ment the above service concepts.

3.1   System configuration
The prototype system consists of location sensors,

head trackers, PDAs (personal digital assistants) act-
ing as client terminals, headphones, a virtual audio
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Fig. 4.   Rendezvous navigation concept.
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rendering server, and a WLAN. User position is
detected by location sensors on the ceiling. User head
orientations (directions) are detected by the head
tracker installed on the headphones. Based on infor-
mation from user positions and head orientations
(Fig. 7), the virtual audio rendering server produces
virtual audio and transmits it to the PDAs via the
WLAN. The PDAs and associated head tracking are
completely wireless and provide a good approxima-

tion of mobile terminals. Communication in the vir-
tual audio environment is reproduced by users com-
municating with each other via the microphones built
into the PDAs.

3.2   Technical overview
The system utilizes only horizontal (x-y) plane

information even though the location sensor can also
detect height. Since the human sense of direction in
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Fig. 5.   Technical issues for advanced virtual speech/audio control.
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Fig. 6.   Prototype 3-D speech/audio communication system.
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the vertical direction is said to be weaker than that in
the horizontal plane, the amount of data processing is
reduced by not using tracking information from the z-
axis (height), elevation, or rotation.

The system produces virtual audio by using
advanced rendering techniques incorporating low-
latency long convolution [6]. Non-individualized
HRTFs are combined with impulse response convo-
lution and distance and direction panning to provide
3-D audio simulation. Finite impulse response (FIR)
filters with impulse response lengths of approximate-
ly 7000 taps at 22.05-kHz sampling are used, provid-
ing a latency of around 15 ms. Distance perception
and HRTF interpolation are achieved using advanced
panning techniques with eight pairs of pre-stored
HRTFs. The use of these advanced techniques
reduces the memory and processing power required
to achieve the desired result. The reduction allows the
system to be executed comfortably on a PC with a
standard Intel Pentium 4 processor. It can accommo-
date real-time processing of motion feedback and
HRTF convolution processing for up to three users at
the same time.

3.3   Functions
The system offers two functions. One reproduces a

3-D virtual audio space. By feeding back user motion
as part of real-time processing, it can localize a virtu-
al sound source at a particular location in a demon-
stration room. In our demonstration, a dummy loud-
speaker box is placed in a demonstration room, and
the sound source is localized at the box’s position. In
reality, the dummy loudspeaker does not make any
sound but in the virtual audio space created via the
headphones, the user perceives the sound as if it came
from the dummy loudspeaker. Even if the user moves
around in the demonstration room, the sound contin-

ues to seem to originate from the position of the
dummy loudspeaker, with no deterioration in sound
quality. This is a demonstration of a communication
scenario that provides a more natural sound field.

The second function provides 3-D speech/audio
communication through virtual reproduction of the
relative location of users. When two users are located
in demonstration rooms 1 and 2, respectively, the
voice of the other user heard via the headphones is
localized (through the wall) at the relative position of
the user in the other room. This is a demonstration of
3-D audio navigation services; even though they can-
not see each other, both users can identify the position
of the other party by perceiving his/her voice arrival
direction.

These two demonstrations help to conceptualize
some of the basic functions of services achieved by
the virtual audio technologies described so far. They
provide a practical  experience of advanced
speech/audio services.

4.   Conclusion

This article discussed the application of 3-D audio
technologies to mobile communications to provide a
platform for attractive services for wireless broad-
band communications. We have developed a proto-
type system that makes it possible to experience the
vision of 3-D speech/audio communications in future
mobile networks.

In order to apply these technologies to actual net-
works, we will conduct further research using this
prototype system to solve technical issues, such as the
trade-off between the orientation accuracy and pro-
cessing cost, and to verify the network delay and
speech/audio coding factors. We also intend to
research and develop sound field control and call con-
trol technologies, which will make better use of the
user’s location and the benefits of mobile communi-
cation.

The current style of mobile speech communication
involving monaural audio conversation by placing a
mobile telephone terminal directly next to the users’
ear may be replaced by technology that offers com-
munication in a 3-D audio space using headphones or
earphones. Headphones may even become unneces-
sary if the mobile phone has small loudspeakers that
can generate a 3-D audio space. Mobile phones will
evolve from devices conveying just sound and infor-
mation to ones conveying virtual reality—even
including the atmosphere and perceptions in a remote
space.
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Fig. 7.   Position and direction information.
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