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1.   Introduction

Recent developments in the areas of information
and communication technologies have been truly
remarkable, and the Internet in particular has become
almost indispensable to most of us in our lives. The
growth of the Internet has certainly hastened the pro-
liferation of broadband access lines and the emer-
gence of an always-on connection environment. Cap-
italizing on these developments, a growing number of
providers have entered the market to deliver video
over IP (Internet protocol) networks, with the result
that video distribution services have become fairly
commonplace. However, we have also seen that video
distribution over broadband is vulnerable to quality-
of-service (QoS) degradation, so service providers
need to manage the quality of the elements of the con-
tent distribution network, which consists of a distrib-
ution server and network equipment. To date, Internet
QoS has been managed by analyzing and responding
to device alarms. However, response-based manage-
ment makes it difficult for providers to offer a video
service that will satisfy most customers because
device alarms of the server and the network manage
the QoS of the network layer. Moreover, the providers
measure delay time and packet loss as network-layer

QoS for the customer’s service level agreement
(SLA). However, the measurement is not based on the
customer’s viewpoint of the user-perceived QoS and
is performed between only a small number points.
Therefore, it is important to check the QoS from the
customer’s viewpoint and determine the locations of
distribution-QoS bottlenecks. What the customer
wants is to have the overall QoS managed from the
video source through the network to his/her terminal.
In addition, it is important to respond promptly to a
user’s inquiry about quality degradation. There are a
lot of management objects because we assume a
large-scale network. Therefore, QoS management is
essential in order to detect and deal with QoS-related
issues. 

In this paper, we describe a QoS management sys-
tem from the viewpoint of the user-perceived QoS
and distribution-QoS bottleneck localization. It
detects degradation in user-perceived QoS by active
measurement and locates the cause and it evaluates
the QoS perceived by each user by passive measure-
ment. This system reduces operations by the mainte-
nance staff by regularly measuring the QoS and local-
izing degraded-QoS sections and equipment in the
network. Moreover, the providers manage the QoS
and can contribute to efforts to improve user satisfac-
tion. 
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2.   QoS management requirements for video
distribution services

Since services provided over the Internet generally
traverse equipment belonging to multiple providers,
the QoS of each participating provider (e.g., the QoS
of their servers and networks) must be determined
and the user must be told what is the responsibility of
one provider and what is the responsibility of others.
This involves localizing and determining the causes
of problems affecting QoS. If the problem resides in
a provider’s own equipment, the provider must be
able to identify the bottleneck and overcome it. The
required QoS management must be able to detect the
deterioration of transmission QoS over IP networks,
pinpoint where in the network and/or the iDC (Inter-
net data center) the QoS degradation is occurring, and
pinpoint the network equipment causing the problem
if the QoS problem lies in a network and/or iDC
under the provider’s own management. 
i) Detecting the deterioration of distribution QoS

over IP networks
When the QoS of an IP network is measured, the

standard of deterioration varies depending on the type
of content and type of distribution application, so it is
necessary to provide different kinds of probe packets
that simulate each type of content and each type of
distribution application. For example, packet length,
transmission interval, transmission time, and other
parameters can be set as generation conditions. More-
over, it is necessary to set the corresponding thresh-
olds. 
ii) Pinpointing where in the network and/or iDC the

QoS degradation is occurring
Measuring equipment is deployed at nodes between

networks, and bottlenecks are pinpointed by gradual-
ly narrowing down the search range by breaking up
the networks into ever smaller sections. The criteria
are based on the dominant factors affecting the users’
perceived QoS. Gathering QoS-related data from all
equipment across the whole network is impractical as

a means of pinpointing the bottleneck once degrada-
tion has been detected, simply because there is too
much of it.
iii) Pinpointing the equipment causing the problem if

the QoS problem lies in a network and/or iDC
under the provider’s own management

The QoS problem is caused by a shortage of
resources. The equipment causing the problem may
include various types. The evaluation criteria could
be, for example, the packet loss rate, line activity,
CPU (central processing unit) activity, and memory
capacity. The QoS-related data is collected from the
equipment in a network and/or iDC. However, a
provider cannot collect QoS-related data from net-
works belonging to other providers.

3.   Targeted network configuration and QoS
measurement

3.1   Content distribution network configuration 
A content distribution network consists of an iDC,

the provider’s own network, and interconnected net-
works managed by other companies (Fig. 1). There-
fore, an end-user’s PC is connected to an iDC via a
sequence of networks; one or more of them are man-
aged by the provider, but the others are operated by
other companies. The iDC includes one or more con-
tent servers, a load balancer, a firewall, and various
other pieces of equipment. While all networks use
many routers, a provider can only obtain QoS data
from the routers on networks that it controls itself.
This QoS data is collected in a management informa-
tion base (MIB), which can calculate packet loss
ratios and line activity ratios. 

3.2   QoS measurement
3.2.1   Distribution QoS and user-perceived QoS

To efficiently and accurately grasp the users’ per-
ceived QoS, it is necessary to clarify the relationship
between the perceived QoS and the distribution QoS
and identify the main factors causing QoS to decline.
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Content
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iDCUser Provider’s own
network

Interconnected
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Client PC

Fig. 1.   Content distribution network.
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Distribution QoS can be broadly divided into server
QoS and network QoS. Since the primary factors con-
tributing to reduced server QoS are CPU overload
and insufficient memory, we use CPU activity ratio
and remaining memory capacity as QoS criteria. And
considering that the primary causes of reduced IP net-
work QoS are router or link overload, we use the IP
packet loss ratio as the QoS criterion in this case. 
3.2.2   Measurement of IP network QoS and

server QoS
When the QoS of a server is measured, logs that

exist in the server are collected, and deterioration is
detected. The relationship between the log and the
image quality of each application must be examined
because the log is different in each application and
the threshold must be set. 

3.2.3   Definition of packet loss ratio 
The packet loss ratio can be measured by an active

agent, as shown in Fig. 2. We use Pr (defined by Eq.
(1)) as a measure of the packet loss ratio. It is neces-
sary to synchronize the time between the traffic gen-
erator and the active agent. Note however that if the
last packet fails to reach the active agent, this impedes
our ability to perform periodic measurements. We
deal with this potential problem by assigning an
appropriate time-out value to the last packet. If the
first packet fails to reach the active agent, we can rec-
ognize the loss of the packet by counting the number
of packets that reach it in the measurement time (T1
– T0 + time-out value).

Pr = (Ns – Np)/Ns, (1)

where Ns is the number of packets sent by the traffic
generator between T0 and T1, Np is the number of
packets received by the active agent that were sent by
the traffic generator between T0 and T1, and Xi is the
number of lost packets. 

4.   QoS management system 

In a large-scale network, it is necessary to set up a
lot of active/passive agents. This large number of
agents enables us to localize the degraded-QoS sec-
tion efficiently. Considering the effort involved, it is
not realistic for us to manually set the agents, syn-
chronize them, operate them, and collect the results.
In addition, manual control would include the possi-
bility of human error. Therefore, it is preferable to
perform the setting and operation automatically from
a remote site.

Our QoS management system is schematically
shown in Fig. 3. QoS degradation is detected by peri-
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Fig. 2.   Definition of packet loss ratio.
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Fig. 3.   QoS management system for video distribution services.
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odically measuring the QoS management criteria
near the users. The system consists of active agents,
passive agents, traffic generators, HMI (human-
machine interface) terminals, management servers,
and quality report servers. They are implemented in
software.

To measure the QoS, the traffic generator sends
probe packets simulating actual content traffic over
the network. These are detected by the active agent,
which measures the packet loss ratio. The QoS of the
network as a whole is inferred from the data collect-
ed by the active agent and is used in the provisioning
of network resources. The passive agents are
deployed in end-user PCs, in network equipment, and
in the iDC and they support the customer service staff
by judging the QoS perceived by the user. Based on
various sources of information, user quality reports
are generated by quality report servers and then pro-
vided to users, providers, and iDCs (Table 1). 

5.   Localizing distribution-QoS bottlenecks 

In the provisioning of network resources, it is
important to detect the occurrence of QoS degrada-
tion and localize the bottleneck as quickly as possi-
ble. Our system can estimate the QoS of the network
as a whole between the traffic generator and active
agents by using active measurement to detect degra-
dation of transmission QoS. If degradation is detect-
ed, the bottleneck is localized through the following
three steps: 

• Specifying the distribution route
• Localizing the degraded-QoS section
• Localizing the degraded-QoS equipment

After the bottleneck has been localized, the provider
can allocate additional bandwidth and resources,
upgrade the equipment, or take some other appropri-
ate action.

5.1   Specifying the distribution route 
When QoS degradation occurs, it is essential to

identify the route over which the content packets trav-
eled. But in dynamic routing, cache and mirror
servers are used, so the content delivery route is not
constant. When QoS degradation is detected, it is
necessary to specify the distribution server. Then the
degraded-QoS distribution route from the distribution
server to the active agent is specified by using routing
information and traceroute information.

5.2   Localizing the degraded-QoS section 
Next, we determine whether the degraded-QoS sec-

tion is in the iDC or in the network. If the primary
cause is the performance of the content server, this
can be readily determined simply by scrutinizing the
server log, so the first step is to analyze the server log.
But if the source is in the network, the localization
granularity varies depending on the network’s config-
uration. For example, a provider can perform much
finer-grained localization and narrow down to much
smaller sections on networks under its own control
than on networks controlled by other providers.
Localization of sections is done by active measure-
ment using packet losses, throughput, and other
degradation criteria (Fig. 4). 

5.3   Localizing the degraded-QoS equipment 
The next step is to localize the equipment causing

the QoS degradation in cases where the equipment is
on the provider’s own network. MIB data is collected
from equipment (routers and other equipment having
MIBs) on sections localized in the previous step, and
bottlenecks are pinpointed using the packet loss ratio,
line activity ratio, and other degradation criteria (Fig.
5). 

6.   QoS perceived by each user

When providers receive inquiries or complaints

Purpose

Users

i) Specifying the
distribution route

· Confirmation of service
conditions
· Selection of video content
delivery service

· Business for users
· Network management

· Network management
· Upgrading of equipment

· Network managementii) Localizing the degraded-
QoS section

iii) Localizing the degraded-QoS
equipment

Providers iDCs

Table 1.   Quality reports.
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about the picture and sound quality of content, they
must verify the claims, identify the cause of the prob-
lem, and respond to the customer. In some cases, the
cause will be the user’s terminal, but in other cases it
will be the network.

To grasp the distribution QoS delivered to each
user, it is not enough to know the network QoS. If
packet retransmission and other control capabilities
are supported in the application layer, then detailed
QoS information can be obtained by passive agents.
There are three possible ways of deploying passive
agents, as shown in Fig. 6. Here, we briefly consider

the features of each type. 
• Type 1: A passive agent is installed on the user’s

PC. Its software collects the necessary QoS-relat-
ed information. This permits the collection of
information in the application layer, but if the
information and the acquisition method depend
on the distribution application, then different
agent software may be required for each distribu-
tion application.

• Type 2: Passive agents are installed in the content
server in the iDC. Quality information is collect-
ed using the log information stored in the content

User
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Interconnected networks Provider’s own network iDC Server

Traffic generator

(Log)

(MIB)(MIB)

Active
agent

Management
server

MIB data
collected

Fig. 5.   Scheme for pinpointing bottlenecks.
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Fig. 6.   Possible deployments of passive agents.
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distribution server (access and application logs).
This permits state management of all users
accessing the server, but has a similar problem to
Type 1: if the application log is used, the log
information could differ with every distribution
application.

• Type 3: Passive agents are installed in network
equipment such as layer-7 switches. An interface
is specified between the passive agent and net-
work equipment, and higher-layer information is
collected and aggregated by an external device.
This enables the status of applications to be
tracked while avoiding bottlenecks. 

These deployment types are compared for one
agent in Table 2. Type 1 enables us to acquire the
QoS data for each user individually. With Types 2 and
3, we must extract each user’s QoS data from the QoS
data of all users accommodated by the content server
and by the network equipment, respectively. There-
fore, we chose Type 1 considering the volume of data
and the computational complexity of collected QoS
data for our system.

7.   Comparison of QoS evaluation by active and
passive measurement

In this section, we show an example that compares
the use of active measurement with passive measure-
ment for evaluating QoS criteria. In the Type 1 pas-
sive measurement described in the previous section,
application-layer QoS data is obtained from the vari-
ous users’ PCs, and the QoS criterion can be repre-
sented by

Quality = (r + rr)/(r + rr + PacketLost) × 100, (2)

where r is the number of received packets, rr is the
number of received retransmitted packets, and Pack-
etLost is the number of packets not restored either by
error correction in the application layer or by retrans-
mission in the network layer.

Figure 7 shows measurement results when an
active agent was deployed near the user and a passive
agent was installed on the user’s PC. Pr (defined by
Eq. (1)) is the packet loss rate in the IP layer. Event 1
represents the situation where packets were continu-
ally being lost, and the Quality value was declining
due to distribution application buffering and time-
outs. Good agreement was obtained between the val-
ues measured by the active and passive agents. On the
other hand, Event 2 is the situation where packet loss
occurred in the network layer, but the Quality in the
application layer fell off precipitously. Even though
packet loss occurred, the Quality value did not
decline as much as in Event 1 because the packets
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Fig. 7.   Quality criteria (Pr, Quality, and PacketLost ).

Volume of data
(by one agent)

Type 1 Small

Large

LargeType 2

Type 3

Data acquisition
cycle (minimum)

A few seconds

A few seconds

Every 8 kilobytes

Computational
complexity

Small

Large

Large

Table 2.   Comparison of passive agents.
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were restored by the retransmission capability of the
distribution application. 

8.   Conclusion

After reviewing the requirements for QoS manage-
ment for video distribution services, we described our
QoS management system, which detects degradation
in user-perceived QoS by active measurement and
locates its cause and evaluates the QoS perceived by
each user by passive measurement. We assumed that
the system’s management objects were 200 active
agents, 200 distribution servers, and 1000 routers.

We described how to detect degradation by active
measurement and locate its cause. Moreover, we test-
ed a system as an example of QoS evaluation by
active and passive measurement. If the application
supports retransmission and other control capabili-
ties, the combination of active and passive measure-
ment in the application layer provides a more accu-
rate grasp of the distribution QoS and the users’ per-
ceived QoS. 

The method of detecting QoS degradation should
consider the influence of active measurement on the
network. In addition, it is important to understand the
characteristics of the distribution application and to
decide how to arrange the measurement points and
set the measurement period. Moreover, it is important
to use information obtained from the network ele-
ment management system to collect network compo-
sition and status information effectively. We will
investigate these points in future.
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