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1.   Introduction

NTT Communication Science Laboratories (NTT
CS Labs.) initiated a research project with the theme
of “ambient intelligence” (kankyo chinou in Japan-
ese) in October 2004. It is being primarily undertak-
en by the Ambient Intelligence Research Group and
the Intelligence Integration Open Laboratory of NTT
CS Labs. Kankyo chinou has now been officially
adopted as the main vision of the Labs. It has two
main purposes: the first is to create new lifestyles
through the research and development of communi-
cation science and technologies based on the concept
of ambient intelligence, and the second is to break
down the barriers surrounding existing research dis-
ciplines and to strategically develop the transdiscipli-
nary area, as symbolized by the term “intelligence
integration”.

Last year we presented the key concepts of ambient
intelligence and demonstrated a prototype at Open
House 2005 of our laboratories [1]. A letter in the
January 2006 issue of NTT Technical Review intro-
duced these concepts and achievements to a wider,
international audience [2]. We also discussed the
lifestyles that could be made possible by ambient

intelligence and suggested the specific issues to be
tackled toward the achievement of ambient intelli-
gence in a published paper [3]. 

In this paper, we review the background of the
Ambient Intelligence Project in detail for the conve-
nience of new readers who missed the previous letter
[2] because the concepts are important but probably
unfamiliar. We then go on to outline the project’s
achievements to date.

2.   Ambient intelligence by information and
communication science technology

Information science was born at the beginning of
the 20th century and has grown remarkably. The
communication science technologies of Japan have
advanced significantly together with the Japanese
economy, bringing significant benefits to our lives
today. However, it is difficult to expect a similar rate
of growth in the coming 50 years. Japan’s low
birthrate and longevity are changing the nation’s
demographic structure and causing a labor shortage.
This will increase the burden of social welfare. Fur-
thermore, global issues such as global warming, ener-
gy shortfalls, and waste disposal problems will only
become more serious. In these circumstances, our
society is searching for major qualitative changes.

In these social circumstances, the roles of commu-
nication science in enriching our lives have changed.
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Mental stability and satisfaction rather than physical
convenience have become new targets. While we are
accustomed to depending on doctors and religion for
relief in times of difficulty, we believe that the major-
ity of people are looking for a more immediate and
casual environment to ease some of their anxieties
and enhance the vitality of daily life. Our long term
goal is to apply communication science technologies
to create such an environment.

In achieving the environment we envisage, one key
word is communication because it is nothing less than
the exchange of human kindness. Today, the Internet
is increasingly popular as a medium for exchanging
information between individuals, and new communi-
ties are created every day. The Internet enables an
enormous amount of communication beyond the
physical limits imposed in daily life. Yet no matter
how much Internet communication is developed,
people cannot dispel the sense of isolation unless they
can receive the same mental support that they get
from their family and friends, who share in their
memories and knowledge. The popularity of commu-
nication over the Internet gives us a renewed recogni-
tion of the importance of direct communication in
shared spaces without using networks. 

For example, the casual remark or subtle smile
common in direct communication can enrich our
lives. We may not be conscious of this in most situa-
tions, but we often find out later that even small
events are essential to our wellbeing. This support
can also be achieved by communication with entities
outside our everyday experience. We believe in har-
nessing the power of what we call “fairies and gob-
lins”, as explained in the following section. We antic-
ipate that communication science technologies will
usher in the world of fairies and goblins within the
next 50 years.

“Ambient intelligence” implies intelligence that
surrounds us. The term ambient intelligence is also
used for research being pursued in the EU and the
USA [4]-[6]. Those studies aim to produce a design
for a future information society by making use of
computers and sensors embedded in the environment
so as to create more natural and intelligent interfaces.
Terms such as “ubiquitous” or “pervasive” come
close to describing the concept. However, such R&D
studies tend to focus on computers and sensors, and
as such are geared toward hardware or devices.

On the other hand, our Ambient Intelligence Pro-
ject is focused more on such things as hearing, vision,
language, and knowledge, which are all related to
human intelligence. The aim is to discover what kind

of communication we really need and to achieve it.
This is where our “ambient intelligence” differs from
such concepts as ubiquitous computing or conven-
tional ambient intelligence. We plan to achieve ambi-
ent intelligence by using information and communi-
cation science technologies. That is, we will use
NTT’s areas of expertise—speech, sound, language,
dialogue, vision, data retrieval, networking, and so
on—to create a new style of ambient intelligence that
places human intelligence and intellect at the fore-
front. That will lead to a proposal about a future
lifestyle and clarify specific issues to be tackled
towards it [3]. Furthermore, “ambient intelligence”
may drive a robot brain or be embedded in the envi-
ronment of ubiquitous computers and networks.

3.   Fairies and goblins

“Ambient intelligence” is premised on the creation
of communication partners that we want constantly at
our side. To develop this concept, we started by con-
sidering appropriate fundamental features. For exam-
ple, such entities must have different personalities
and be able to evolve, grow, and express their feel-
ings. They might seem to have the same level of intel-
ligence as precocious children. They hide nearby and
are unobtrusive, unassertive, and even a little mis-
chievous. They respond when called and are visible to
some people but not to others.

This world of “ambient intelligence” is rather sim-
ilar to the world of fairies and goblins, which is famil-
iar in both the East and the West. This makes “fairies
and goblins” an adequate concept on which to base a
common understanding of ambient intelligence.
Ambient intelligence also provides a means for com-
munication that speaks to the heart, as fairies and
goblins used to do. Since information technologies
have advanced so much, the time is ripe for thinking
about new ways of using them in our daily lives as
tools for refreshing the heart and mind. This approach
will, we believe, make information technologies
desirable to the general public. 

We gave the name “mushrooms” to the fairies and
goblins that are our idealized vision of ambient intel-
ligence. These mushrooms live in a world called
“Mush-Room”. Another important issue in terms of
concept design is the evolution of the mushrooms.
The process and the future perspective of mushroom
evolution (Fig. 1) represent the progress of the R&D
itself and a road map for the future of “ambient intel-
ligence”. As mushrooms evolve, they will approach
human intelligence or intellect. The world of “ambi-
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ent intelligence” cannot be produced simply by
advances in this or that technology. That is why we
require intelligence integration that covers the whole
field of communication science.

4.   The world of mushrooms 2006

To achieve the ideal world of ambient intelligence,
it is important to provide missing technologies as
well as to enhance the current information processing
technologies. This year’s Open House (officially
called Mirai-Soron 2006) offered three demonstra-

tions (Fig. 2) in line with three fundamental concepts
of ambient intelligence: watching over, keep looking,
and hiding and other actions. They well illustrate our
research achievements of this year [7]. These demon-
stration systems were implemented and are being
maintained mainly by K. Shimomura, T. Matsuda, Y.
Kashihara, and K. Maeda.

4.1   Demonstration A: mushrooms that watch,
notice, listen, and answer questions 

The keywords for this demonstration are watching
over, noticing, and listening and answering questions.
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This demonstration was based on the following sce-
nario. Mushrooms are watching and waiting to help
people sharing a common space. A mushroom

notices that person A would like to chat with person
B (process I). It interacts with A through speech to
confirm the situation (process II) and helps overcome
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the problems that person A faces in communicating
with B. 

This demonstration uses several mushrooms. For
process I, the mushroom called Cahmoo is equipped
with a video camera and face detection technology*1.
When a person gets close to Cahmoo and faces its
camera, Cahmoo assumes that the person wants to
chat and tries to start a conversation by saying
“Hello” or “What’s up?” in Japanese. Simultaneous-
ly, the mushroom called Keekie, which uses four
microphones as its ears, suppresses environmental
noise and the voices coming from other speakers in
order to emphasize the speech from the interlocutor.
This preparation for the next stage consisting of ques-
tion answering is based on a combination of blind

audio source separation and face detection tech-
nologies.

For process II, Keekie recognizes the interlocutor’s
speech and transmits the query to the mushroom
called Sheeshie. Sheeshie looks for answers in 14
years’ worth of computerized newspaper articles
(1991 to 2004) and finally answers the query by using
speech synthesis technology. Such a speech-driven
question answering system uses extremely large
vocabulary speech recognition*3 and question
answering*4 technology. Keekie can quickly and
accurately recognize queries expressed in various
ways. Moreover, while answering the query, Cahmoo
keeps watching the interlocutor to guess whether
he/she wants to pose another query. This new faculty

*2

*1 Face detection technology: Cahmoo has a camera
that captures images and sends them to a computer.
The computer detects the position and size of a
human face in the images. The face detection speed
is accelerated by using two-step processing. First,
through a comparison of averaged pixel values in
neighboring areas, most candidate areas in the
images that clearly do not correspond to a face are
removed [5]. The remaining areas are then analyzed
in detail by an assessment of their pixel values. In
Demonstration A, the results of face detection were
used to improve the performance of blind audio
source separation*2 and speech recognition*3.

*2 Blind audio source separation technology: Keekie
has an array of four microphones. By using only the
signals captured by these microphones, it controls
the array directivity to discriminate between target
speech and undesired sounds, and then suppresses
the undesired sounds. Such processing can be per-
formed in a blind manner, i.e., without any a priori
information about the source direction [9]. Keekie
uses additional information provided by Cahmoo to
achieve higher audio discrimination performance.
When no face is detected, the captured signal is con-
sidered to consist of just undesired sounds and the
directions of those sounds are estimated. If a face is
detected, the probability of hearing some speech
becomes high, and the target speech is extracted by
removing the undesired sounds using the previous-
ly obtained information (their directions). This
allows Keekie to hear the speech clearly even in a
noisy environment such as an exhibition hall.

*3 Extremely large vocabulary speech recognition
technology: Keekie has a SOLON speech recogniz-
er [10], which features an algorithm based on fast
on-the-fly composition for weighted finite-state

transducer type advanced computational models.
Due to its accuracy and efficiency, the algorithm
enables, for the first time in the world, realtime
speech recognition with a vocabulary of several
million words [8]. This technology makes it possi-
ble to handle a very wide variety of expressions
including not only common vocabulary words but
also personal names, organization names, place
names, and newly coined words. 

Moreover, using information provided by the face
detection technology, Keekie performs speech
recognition only when Cahmoo detects a face.
When we speak with someone else, we use not only
the information contained in speech utterances, but
also other information provided by gesture or face
direction. For example, by watching the direction in
which the other person is looking, we may recog-
nize that he/she is talking to himself/herself. In such
cases, we usually do not answer the interlocutor. In
a similar way, Keekie uses the face direction infor-
mation extracted by Cahmoo. We believe that with
this architecture we have made a significant step
toward more natural human-machine speech com-
munication. 

*4 Open domain question answering (QA): One of
the most important features of ambient intelligence
is its ability to conduct natural speech dialogues
with humans. Our laboratories have been working
on speech dialogue systems and QA systems for
years [12], [13], and this demonstration uses our QA
technology for “definitional questions” such as
“Who is Claude Monet?” Our QA system answers
this question by locating various bits of information
about the person from numerous documents.
Whowhoo uses this technology not to answer ques-
tions but to generate hints. 
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is achieved by combining speech recognition and
face detection technologies. The combination of face
detection, blind audio source separation, and speech
recognition technologies makes these mushrooms a
bit smarter.

4.2   Demonstration B: mushrooms that watch,
listen, and search

Here, we introduce the mushrooms Searchie and
Searchar. They watch and listen to things around
them all the time and then find what someone wants
from a tiny clue. These functions are achieved by
media search technologies developed over the last
ten years at NTT CS Labs. In last year’s “The World
of Mushrooms” [1], we introduced Mookie and
Moocha, which search for music based on short clips.
They use audio search technology and a music data-
base to reply with the name of a song that is being
played. This year, we unveiled Searchie and Searchar,
which can instantly locate the original image or audio
file in a huge database based on small image seg-
ments or sound clips. They use video and audio
search technologies and databases of music, music
video clips, and TV programs. They provide the user
with information such as the program title and its

release date.
Searchie and Searchar use small video cameras as

eyes and microphones as ears. Nowadays, it is not dif-
ficult to capture images from video cameras as digi-
tal information and sound from microphones. Mod-
ern large-capacity hard disk drives can now store sev-
eral years’ worth of data. The challenge is to find the
information you want from among the huge number
of sound and image files. Stored information cannot
be used just by watching and listening without using
a search method, i.e., a media search technology.
Mushrooms watch TV and they instantly search huge
databases for a variety of information about current
TV programs, such as the title of music being played
or information about whether or not the scene was
used before. Even if images are distorted or intermit-
tent or if the sound is noisy or interrupted, accurate
searches remain possible.

4.3   Demonstration C: quiz-master mushroom
In this demonstration, we can learn new things sub-

consciously through a casual conversation with the
mushrooms. The Whowhoo mushrooms engage in
repartee in the form of a guessing game. They usual-
ly hide, but can occasionally pop up and quiz each

*5

*5 Media search technology: In researching media
search technology, we have concentrated on three
key factors: rapid, robust, and smart. Rapid is the
most basic characteristic of this technology [14],
[15]. Indeed, our search technology can locate spe-
cific query matches in huge video and sound clip
databases at extremely high speeds; for example, a
database containing several hundred hours of mate-
rial can be searched in one second. This key feature
enables us to scan a huge database of hundreds of
thousands of music pieces to find the name of back-
ground music or to scan a TV program database to
find the specific scene in a drama. 

Robust is another basic characteristic. Most
media data is not cleanly observable in the real
world. We have to catch the music in the presence
of noise or recognize it in the presence of the distor-
tion created by microphones/speakers and codecs
used for transmission or archiving. We have to rec-
ognize video with occlusion, geometrical distortion,
or color shifts. Robustness against noise and distor-
tion is very important if media search technology is
to lead to practical applications in the real world. To
date, we have implemented a music search with
mobile phone transmission [16] and a background

music search in the presence of loud speech or other
sounds [17]. We have also made a video search that
is robust against partial occlusion and color shifts
caused by camera/display characteristics. 

The third characteristic, smart, is a little tricky. As
explained above, robust targets changes caused by
the external environment. Here, we would like to
handle the changes in the target itself. For example,
we would like to find the same object, not the same
scene, even if the object was captured from a differ-
ent angle. Taking a music search as an example, we
would like to find the same musical score even
though it was performed by a different person using
a different instrument. To achieve these types of
media search, we need a technique for modeling
objects or music that parameterizes the possible
changes, for example, in viewing angle or tone color
of sounds. This is crucial for mushrooms, which
will live with us for a long time and record all the
happenings in our lives and then retrieve relevant
information at the appropriate time and in the appro-
priate manner to help us become happy. Research
on modeling in media searches is an important
theme and we have already made significant
progress.
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other. For example: 

Whowhoo-1: Hi! Let’s start a quiz. Who is this?
First hint: He’s is a Japanese baseball
player.

Whowhoo-2: Shigeo Nagashima?
Whowhoo-1: No, but Shigeo Nagashima is also a

Japanese baseball player.
Second hint: His wife is five years
older than he is.

Whowhoo-2: Hiromitsu Ochiai?
Whowhoo-1: No, but Hiromitsu Ochiai is close to

the correct answer. In fact, this per-
son was also a member of Chunichi
Dragons.
Third hint: His team was defeated by
Yanai High School in the finals at
Koshien high school baseball cham-
pionship.

Whowhoo-2: Ludwig van Beethoven?
Whowhoo-1: No, Ludwig van Beethoven is far

from the correct answer.
This person was born much later
than Ludwig van Beethoven.
Fourth hint: His name begins with B.

To make the quiz challenging enough, these hints
are presented to the answerer in the order from the
most ambiguous and thus most difficult one to the
most definitive and thus easiest one based on the
question answering technology*4.

Just overhearing this conversation allows us to extend
our knowledge about the domain. You can join and
answer the quiz yourself if you want. Our extremely
large vocabulary speech recognition technology*3 [10]
enables the recognition of a large vocabulary of two
million words including many personal names. These
entries were extracted from a large collection of docu-
ments by using named entity recognition (NER)*6. 

Whowhoo indicates how close the answer was to
the right one. It judges inter-person distances by

using network mining techniques [18], [19], which
analyze inter-person relationships and visualize the
result as a network on a monitor screen. It is just like
looking into the brain of Whowhoo. 

5.   Concluding remarks

This paper introduced demonstration systems that
partially achieve our concept of ambient intelligence
and described the fundamental technologies that we
have developed so far. These technologies for ambi-
ent intelligence could transparently permeate our
everyday lives. To create more ideal lifestyles and
enhanced personal satisfaction through the use of
ambient intelligence, a transdisciplinary approach
that links related technical fields is essential. While
some of these technologies have already been used in
commercial products, their practical utility must be
further enhanced and new application scenarios must
be found. New ideas leading to future business should
emerge from the lifestyles created by ambient intelli-
gence. 

Ambient Intelligence (kankyo chinou) Sympo-
sium 2006—The Future: A Tapestry Woven

from Threads of Intelligence

To raise issues about the possibilities, future
visions, and problems of information and com-
munication technology (ICT) with a focus on
ambient intelligence and to assert the importance
of NTT’s basic research related to ICT, we held
“Ambient Intelligence (kankyo chinou) Sympo-
sium 2006—The Future: A Tapestry Woven from
Threads of Intelligence” on September 22, 2006.
The reports are summarized in another article in
this issue [23]. A video of the symposium is avail-
able [24] for those interested in the details of the
discussions at the symposium.

*6 Named entity recognition (NER): We developed
NER systems based on state-of-the-art machine
learning methods. Whowhoo uses a Japanese NER
system based on a machine learning method called
support vector machines (SVM). Since standard
SVM algorithms are too inefficient to process giga-
bytes of documents, we devised an efficient algo-
rithm optimized for NER [20]. To extract names
from speech, we implemented a more robust NER

system because automatic speech recognition
(ASR) systems misrecognize some words [21]. To
make the NER system more accurate, we are also
working on another machine learning method called
conditional random fields (CRF). To get better
results in an arbitrary evaluation measure, we
devised a general “consistent” framework for train-
ing CRF [22].
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