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1.   Introduction

In digital archiving for preserving our cultural heri-
tage, in the medical field, and in some industrial 
fields, high-fidelity reproduction of color, gloss, tex-
ture, and shape are very important. Multiband or full-
spectrum imaging technology is a way to achieve 
accurate color reproduction. Several types of multi-
spectral image capturing system are available [1]–[3]. 
However, hardly any of them have been used widely 
in business activities or cultural-heritage digital 
archiving, mainly because they are expensive to con-
struct and require special equipment. We have taken 
two approaches to solving these problems.

One of our solutions is to use a two-shot six-band 
camera system based on a cost-efficient commercial 
digital camera and a customized interference filter 
[4], [5]. To reproduce color accurately, we use a mul-
tispectral color reproduction technique. This tech-
nique can accurately reproduce an object’s color and 
its spectral reflectance, which is independent of the 
image-capturing device and illumination condition. 
The spectral reflectance of the object’s surface is esti-
mated by using the data for every pixel. The estimated 
spectral reflectance enables us to accurately simulate 
the effects of converting the illumination from, for 
example, a daylight lamp to an incandescent lamp. 

Moreover, it allows us to identify the material and 
colorant. Our system has been used for digital 
archiving for cultural heritage preservation and for 
insect photography.

Our other solution is for moving pictures. Most 
multiband camera systems [1]–[5] are of the multi-
shot type, and they cannot take images of moving 
objects. Ohsawa et al. [6] have developed a six-band 
high-definition television (HDTV) camera system. 
However, it requires very expensive customized opti-
cal equipment. For multiband technology to become 
widely used, equipment costs must be reduced and 
systems must be able to take images of moving 
objects. To meet these requirements, we developed a 
novel multiband image capturing system that com-
bines multiband and stereo-imaging techniques [7]. 
This system can acquire both spectral color informa-
tion and depth information at the same time. In this 
article, we focus on the generation of six-band imag-
es from a pair of stereo images.

2.   Image-capturing system

2.1   �Principle of color estimation using multispec-
tral data

As shown in Fig. 1, an object’s surface reflects light 
from an illumination source. Let the illumination 
spectrum and spectral reflectance be E(l) and f(l), 
respectively. The observed spectrum I(l) can then be 
represented as
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I(l)=E(l)f(l),� (1)

where l is the wavelength. Let us consider the situa-
tion where the reflected light is captured by an N-
band sensor. Let the sensor’s spectral sensitivity be 
S=[S1(l), S2(l), …, SN(l)]t and the matrix whose 
diagonal elements represent the spectral power distri-
bution of the illumination be W. Equation (1) can then 
be rewritten in a vector representation as

I=Wf� (2)

By using the Wiener estimation method, we can 
estimate the spectral reflectance from the camera 
signal, c=SWf=Hf, as

f^=Mc,
M=RHt{HRHt}-1,� (3)

where M is the Wiener estimation matrix obtained 
from H, and R is a priori knowledge about the spec-
tral reflectance of objects [8].

2.2   �Two-shot-type six-band image capturing sys-
tem

The principle of two-shot-type six-band image cap-
turing [9] is shown in Fig. 2. The system consists of a 
commercially available 35-mm digital camera and a 
customized interference filter. The filter is mounted 
in front of the camera lens and cuts off the left (i.e., 
short-wavelength) sides of both the blue and red 
peaks in the camera’s original spectral sensitivity. It 
also cuts off the green peak’s right (i.e., long-wave-
length) side. First, an image is taken with the filter in 
front of the lens. Then, another image is taken with-
out the filter by manually sliding the filter horizon-
tally. Although the filter can be moved smoothly, 
there is a displacement error of a few pixels between 
the two images, which can be corrected by software 
[10]. After the correction process, the two three-band 

images are combined into a six-band image. 

2.3   �High-pixel-number image integrated by 
image stitching

In the conventional system [9], the number of pixels 
is determined by the image sensor. When an object  
2 m × 2 m in size is captured with a 100-megapixel 
image sensor, the image resolution is 0.2 mm per 
pixel. To achieve image resolution of 0.01 mm per 
pixel with this sensor, the object should be divided 
into several parts, and an image of each part should be 
captured. The obtained images then need to be inte-
grated into a high-pixel-number image.

There are two ways to integrate divided images. 
The general approach is to move the camera or object. 
Although this method is very simple and requires no 
special equipment, the effects of lens aberration, such 
as distortion and shading, have to be corrected before 
image integration. The second approach is to move 
the image sensor instead of the camera or object. This 
requires a good-quality lens with a large enough 
focused image area on the sensor plane. In addition, 
the camera needs a function for shifting the sensor 
horizontally and vertically. One advantage of this 
method is that the effects of lens aberration can be 
ignored in image integration. A practical way to 
implement this method is to combine a large-format 
camera (e.g., a 4 × 5 inch format camera) and a digital 
camera back. We used both methods in the experi-
ments described below.

3.   Experimental results

3.1   Image-capturing system
In estimating spectral reflectance by using multi-

band images, one should use full-spectrum light that 
does not have any emission lines. As the illumination 
source in the experiments, we used SOLAXTM 
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Fig. 1.   Observation model.
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Fig. 2.   Principle of two-shot-type six-band image capturing.
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(SERIC Ltd., Japan), which has a spectral power dis-
tribution close to that of natural sunlight. To avoid 
damaging the objects with ultraviolet (UV) and infra-
red (IR) light, we mounted UV- and IR-cut filters in 
front of the lamp. The spectral power distribution of 
this light is shown in Fig. 3.

The camera system used in our experiments is 
shown in Fig. 4. We used a 4 × 5 inch format camera 
(TOYO-VIEW 45GII) to which we attached a scan-
ning digital back (DF-S2, Pioneer) as an image sen-
sor. The sensor is a line charge-coupled device (CCD) 
sensor with 10,600 pixels. Scanned images have 
10,600 × 17,460 pixels (185 megapixels). It takes 
about 15 minutes to make one image scan (depending 
on the brightness of the illumination light), so it takes 
almost 30 minutes to obtain a six-band image. Note 
that we replaced the IR-cut filter with a customized 
one that cuts wavelengths in the 800-nm range. The 
original IR-cut filter cuts wavelengths in the 680-nm 
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Fig. 3.   Spectral distribution of illumination. Fig. 4.   Two-shot six-band camera system.
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Fig. 5.   �Spectral transmittance of the filter and spectral 
sensitivity of the six-band camera.
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range, which degraded the signal-to-noise (S/N) ratio 
of the near-IR channel of the six-band image capturing 
system used in the experiments. The spectral trans-
mittance of the customized interference filter mount-
ed in front of the lens and the spectral sensitivity of 
the six-band image capturing system are shown in 
Fig. 5. Regarding the color reproduction accuracy of 
this camera system, the average color difference 
between a real object and its image displayed on a 
liquid crystal display was ∆Eab=1.7 when the target 
was the Macbeth ColorCheckerTM. The color gamuts 
of the six-band and three-band capturing systems 

(under sunlight) on the u’-v’ chromaticity diagram 
are shown in Fig. 6. The color gamut of Adobe RGB 
is also shown on the diagram as a reference. These 
results show that the six-band capturing system can 
record more deeply saturated color, especially red 
and blue, than an imaging system based on the Adobe 
RGB color space.

3.2   Captured images
To confirm the ability of the six- and three-band 

camera system to record saturated color, we captured 
a photograph of a butterfly using it. Figure 7 shows 

(a) Result from three-band image (a) Result from six-band image

Fig. 7.   Resultant images from three-band image and six-band image.

(a) Photograph of butterfly
     (20,000 x 15,000 pixels)

(b) Photograph of “Ukiyo-e” wood-block print
     (28,000 x 14,000 pixels) 

25 cm

Fig. 8.   Definition of the resultant images.
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the resultant images after color reproduction using 
six- and three-band images captured by the camera 
system described in section 3.1. From these images, 
it is clear that the saturated blue color can be repro-
duced better when the six-band images are used. 
Figure 8 shows the definition of the butterfly image 
in Fig. 7 and that of a wood-block print image. The 
pixel numbers of the two photographs are 10,000 × 
10,000 pixels for the butterfly and 28,000 × 14,000 
pixels for the wood-block print. The image resolution 
is 0.01 mm per pixel. 

An image that was captured outdoors under sun-
light is shown in Fig. 9. The object is a ceramic wall 
2.5 m high and 50 m wide. The pixel number of the 
synthesized image is 200,000 × 10,000 pixels (i.e., 2 
gigapixels). The image resolution is 0.1 mm per 
pixel.

4.   Stereo one-shot six-band camera system

Most current multispectral camera systems cannot 
take moving pictures or images of moving objects 
because they take each band image sequentially in 
time. A six-band HDTV system has been developed 
[6], but it requires very expensive customized optical 
equipment. Here, we introduce our novel approach to 
taking multiband moving pictures or still pictures of 
moving objects [7].

Our system consists of two commercial digital 
cameras and a customized interference filter. The fil-
ter, which is the same one as introduced in section 
2.2, is mounted in front of the lens of one camera 
(Fig. 10). The camera with the filter captures a spe-
cialized three-band image; the other camera captures 
an ordinary RGB color image. 

The shape of the image captured with the interfer-
ence filter is adjusted to that of the other image by 
projective transformation. For the calculation of the 
transformation parameters, corresponding points 

between the two images are detected by the phase-
only correlation method [10], which is a scale- and 
rotation-invariant pattern detection method that uses 
phase information. The resultant two three-band 
images are combined into a six-band image.

Some results that we obtained using this system are 
shown in Figs. 11 and 12. As a target object, we used 
old paint applied to cloth. Although the cloth looks 
flat, its surface actually undulates gently and is 
uneven. First, we took two images of the object using 
our system at the same time (see Fig. 11). These are 
raw data images from the image sensor, which is why 
the color balance of the image captured without the 
interference filter looks incorrect. Second, the image 
transformation process was carried out and a six-band 
image was generated. Next, the six-band image was 
converted into a spectral reflectance image through 
Wiener estimation [8]. Finally, the spectral reflec-
tance image was converted into an RGB image by 
using the measured illumination spectrum and 
monitor characteristics (Fig. 12). No registration 
errors remain in the band image generated by our 
method. The resultant RGB image was compared 
with the paint and an image generated by the two-shot 

2.5 m

50 m

Fig. 9.   �Resultant image captured outdoors under sunlight using two-shot six-band camera system.

Fig. 10.   �Filter is mounted in front of the lens of 
one camera.
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six-band camera system [9]. The image obtained with 
our method is the same color as the paint and has the 
same quality as the image obtained by conventional 
methods. 

In our system, a stereo image is used not only for 

six-band image generation, but also for three-dimen-
sional shape reconstruction. The reconstructed shape 
of the target object used for color reproduction is 
shown in Fig. 13.

Image captured without filterImage captured with filter Reshaped image

Six-band image

Fig. 11.   Result of image transformation.

Color reconstructed image

Fig. 12.   �Color reconstructed image using stereo one-shot six-band camera system.

Fig. 13.   �Reconstructed shape of the target object used for color reproduction.
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5.   Conclusion

This article introduced a high-fidelity color repro-
duction method based on multiband imaging and two 
multiband image capturing methods. Despite the rel-
atively low construction cost for our image capturing 
systems, its target object reconstructed colors are 
almost as accurate as those of the conventional multi-
band image capturing system. Our systems have 
recently been used in several cultural-heritage digital 
archiving projects. In the future, we expect that they 
will be used in various fields, such as education, 
medicine, and industrial design.

To enable high-pixel-number images to be viewed 
smoothly on websites or common computer displays, 
we have also developed image conversion and view-
ing software using DeepzoomTM technology provided 
by the Microsoft SilverlightTM application program-
ming interface. The image converter can handle 20-
gigapixel images. Generated images can be viewed 
with ordinary web browser software. The smooth 
zooming and viewpoint-changing lets viewers enjoy 
high-definition interactive contents. Some example 
images can be seen on our website [11].
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