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1.   Introduction

With the development of information and commu-
nications technology (ICT), e-learning has become 
popular. One of its main benefits is that each user can 
learn in accordance with his or her own achievement 
level, interests, and pace. However, we need to pre-
pare a huge quantity of learning materials in order to 
suit the levels and interests of a wide variety of 
users.

To resolve this problem, we are researching and 
developing systems that generate learning materials 
automatically. By fusing e-learning technology stud-
ied in Nagoya University and machine learning tech-
nology studied in NTT, we have developed a system 
that automatically generates multiple-choice cloze 
questions for English, which we call MAGIC (multi-
ple-choice automatic generation system for cloze 
questions) [�]. Some examples of multiple-choice 
cloze questions are shown in Fig. 1. There were sev-
eral reasons for focusing on this type of English ques-
tions. First, a lot of Japanese learn English, and Eng-
lish learning is in demand not only in Japan but all 
over the world. Second, this question type is common 

and used in TOEIC (test of English for international 
communication) and university entrance examina-
tions.

MAGIC takes English sentences as input. Users 
may input just one sentence or multiple sentences 
from newspaper articles and novels. MAGIC sorts the 
sentences in order of appropriateness for English 
questions and outputs sentences containing blanks 
and four options for each blank. Figure � shows an 
example of MAGIC’s input and output.

MAGIC can be used for a variety of ways. First, by 
entering English sentences that match their own inter-
ests, users can learn while having fun. For example, 
users who like football can learn English using foot-
ball articles, and users can learn using novels by 
authors that they like. Second, users can learn a type 
of English that suits their study purpose. For example, 
users can learn business English by using business 
news articles, scientific English by using scientific 
papers, and travel English by using travel guidebooks. 
Third, users can overcome their weak points by gen-
erating and learning questions that test them.

The interests and goals for learning depend on 
users, and they may change over time. Therefore, it is 
difficult to prepare learning materials that meet the 
diverse interests and goals of all users.† NTT Communication Science Laboratories
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2.   Rule extraction using machine learning

MAGIC has three components, which �) sort sen-
tences in order of appropriateness for English ques-
tions, 2) determine words to be blanked, and 3) gener-
ate multiple choices. The procedures of MAGIC are 
shown in Fig. 2. For these three components, we need 
rules for evaluating the appropriateness of English 
questions, selecting words to be blanked, and gener-
ating choices, respectively. However, such rules are 
not available, and humans do not generate questions 
by following explicit rules.

MAGIC can automatically extract these rules by 
using machine learning techniques, which find statis-
tical rules from given training data by using comput-
ers. The training data for MAGIC are manually gen-
erated English questions. By analyzing hand-made 
questions, we can extract rules for sorting sentences 
and generating blanked sentences with their multiple 
choices.

By changing the training data, we can change the 
question generating characteristics. For example, by 
using TOEIC questions for the training data, we can 
generate questions that are similar to TOEIC ques-
tions. We can also increase the level of difficulty by 
using high-level questions for the training.

Input Output

Mobile phones and the Internet have given rise to a 
wide variety of new styles of communication, and it is 
now possible for people to communicate much more 
easily and with much less effort. But as we strive for 
greater convenience and comfort, we must also 
ensure that ICT still makes a real contribution to 
people's well-being. For example, new social issues 
such as a lack of communication skills and the 
exclusion of older generations by the digital divide are 
becoming increasingly prominent in the 21st century. 
Our pursuit of rationality in telecommunications is not 
necessarily compatible with irrational human 
attributes such as the emotional responses of users. 
The goal of a true communications environment 
should be to enrich the human mind and experience. 

Sentence #5 
The goal of a true communications environment should
be to _____ the human mind and experience.

[1] enrich (answer)  [2] style [3] send [4] play 

Sentence #4 
Our pursuit of rationality in telecommunications is not
necessarily compatible _____ irrational human
attributes such as the emotional responses of users. 

[1] on [2] at [3] with (answer) [4] of

Sentence #1 
Mobile phones and the Internet have given rise to a
wide variety of new styles of communication, and it is
now possible for people to communicate _____ more
easily and with much less effort. 

[1] much (answer)  [2] many [3] more [4] most 

Fig. 1.   Input and output of MAGIC.
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Fig. 2.   Procedures of MAGIC.
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3.   Question generation procedures

In this section, we explain each component in 
detail.

3.1   Sorting sentences
Some of the input sentences might be appropriate 

and some of them might be inappropriate for English 
questions. For example, sentences that contain 
important idioms and have important grammar struc-
tures are more appropriate for questions. MAGIC 
sorts English sentences by comparing hand-made 
questions (training data) and standard English sen-
tences by using preference learning [2]. An example 
is shown in Fig. 3. Preference learning enables us to 
assign high preference scores to sentences that are 
similar to the training data. The similarities can be 
calculated by using word appearance frequencies and 
parts of speech (POSs) in the sentences. By sorting 
input sentences in preference score order, users can 
learn English with appropriate sentences for ques-
tions.

3.2   Determining blanks
Determining words to be blanked can be regarded 

as a sequence labeling problem in machine learning. 
The sequence labeling problem is to estimate an opti-
mal label sequence for a given input sequence. In our 
case, the input sequence is a sentence (word se-
quence), and the output label sequence is a sequence 
that represents the blank’s position. The label 
sequence can be represented as shown in Fig. 4, 
where B, I, and O are standard IOB2 tags indicating 
the blank’s beginning and words inside and outside 
the blank, respectively. With MAGIC, we use Condi-
tional Random Field (CRF) [3], which has achieved 
high performance in sequence labeling problems. As 
features for CRF, we used words around the blank 
and their POSs. We confirmed that by using these 
features, we could select the words to be blanked 
more accurately than by using conventional meth-
ods.

3.3   Generating choices
MAGIC generates multiple choices on the basis of 

statistical information and patterns obtained from the 
training data. We classify a set of choices into two 

Sentence 1 Sentence 3

Sentence 2 Sentence 5

Sentence 3 Sentence 1

Sentence 4 Sentence 2

Sentence 5 Sentence 4

Preference score: 10

Preference score: 9

Preference score : 5

Preference score: 3

Preference score: 1

Fig. 3.   Sorting sentences on the basis of preferences.
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Fig. 4.   Determining blanks by using sequence labeling.
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types by the blank’s POS. The first type is a POS that 
restricts words that can be chosen. For example, when 
the preposition of is blanked, the alternative choices 
are likely to be other prepositions such as to, in, and 
at. The words of an interrogative and auxiliary verb 
are also included in this type as well as prepositions. 
With this type, we can generate choices by considering 
the POS and word probabilities. The second type is a 
part of speech that has patterns in conjugation, 
orthography, or meaning. This type includes verbs, 
adjectives, and nouns. For example, patterns include 
various conjugations of the same base word (ask, 
asked, asking, asks), the same prefix or postfix 
(defective, elective, emotive, active), and similar 
meanings (told, said, spoke, talked). This type lets us 
select a pattern in accordance with the POS and gen-
erate choices using dictionaries. The flow of choice 
generation is shown in Fig. 5.

4.   Conclusion

We are developing a system for automatically gen-

erating English cloze questions. We would like to sort 
sentences in order of user interests or difficulties [�], 
and this leads to personalized learning. We would 
also like to extend the system so that it can generate 
questions for learning other languages besides Eng-
lish and to generate learning materials in other sub-
jects such as history and mathematics.
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