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Achieving a quick response  
by getting and sharing all the facts

—Mr. Yamada, please tell us about NTT DOCOMO’s 
response to the Great East Japan Earthquake of 
March 2011, an unprecedented disaster in the history 
of Japan.

On hearing the first reports of this earthquake, I 
realized that it was an extraordinary emergency. The 
Primary Emergency Response System at NTT 
DOCOMO was immediately set in motion and I 
myself went over to the Disaster Countermeasures 
Headquarters on that day.

Our first task was to check the status of our chain-
of-command structure. To achieve a quick response at 
the time of a disaster, it is essential to obtain a clear 
understanding of current conditions and share such 
information. In our case, it was important to under-
stand who would be working on what tasks, such as 
the restoration of transmission paths and restoration 
of base stations so that all concerned could proceed 
with their own duties. To this end, we held meetings 
three times a day after the earthquake to obtain a 

detailed view of current conditions. We also set up a 
system to facilitate quick decisions and action plans 
for critical matters by having top company leaders 
come together for meetings.

It was also important for me as president to under-
stand conditions in the field, and I made four visits to 
the stricken region to get first-hand views. The day 
after the earthquake, for example, I boarded a heli-
copter carrying relief supplies, and on the way to 
Kakuda City near Sendai, I saw with my own eyes the 
enormous damage caused by the tsunami on top of 
that caused by the earthquake. Upon seeing all of this, 
I issued instructions that 95% of our restoration 
efforts were to be devoted to the Pacific side of the 
stricken region. I think that this decision helped us 
mount a quick response.

NTT DOCOMO had no previous experience with 
such a massive tsunami, and carrying out this restora-
tion was proving to be a huge challenge. We came to 
realize that this restoration work would have to be a 
group effort that included affiliated companies. The 
earthquake disrupted 4900 base stations in the Tohoku 
region, but nearly all of them were restored by the end 
of April. In some cases, the damage was so great that 
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Cultivating Wisdom and Ability by Working  
Together Toward a Common Objective— 
ONE docomo: Focusing on Customers, Handsets,  
the Network, After-sales Service, and Safety & Security

Ryuji Yamada
President and Chief Executive Officer of 
NTT DOCOMO, Inc.

Abstract
Following the Great East Japan Earthquake of March 2011, NTT DOCO-

MO worked fervently to restore facilities. With nearly all facilities restored 
in only about a month and a half, what was it about NTT DOCOMO that 
helped to achieve such a speedy response? We asked President and Chief 
Executive Officer Ryuji Yamada to tell us about the ONE docomo in-house 
campaign to raise customer satisfaction and the diverse services that have 
been born from this unified spirit at NTT DOCOMO.
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base stations and antennas could not be restored at 
their original sites, so we worked to build up the cov-
erage area by bringing in mobile base stations and 
installing large-zone base stations.

Working through the night  
to perform our duties

We received high praise from our customers for our 
restoration area map. This showed what locations 
were still without service and which were again pro-
viding services, as well as estimates of how many 
days it would take to restore services in specific areas. 
Providing this map was actually a bit risky since 
missing our restoration estimates might lead to com-
plaints and just make things worse, but we felt that 
providing this information as a convenience for our 
customers was our first priority. 

We worked round-the-clock to develop this system 
and were able to complete it in only three days. Of 
course, the state of facilities and service-area restora-
tion was changing day by day, so providing up-to-
date information was essential. For this reason, our 
staff collected new information every evening at 
around 7 pm and worked through the night to process 
it so that it could be reflected in the restoration area 
map in the morning.

Reflecting all lessons learned  
in future disaster countermeasures

This earthquake reminded us just how crucial tele-
communication services are to the safety and security 
of our customers. There is nothing more important to 
people during a disaster than being able to contact 
family members and others they are close to. We used 
the lessons learned from this devastating earthquake 
to develop and implement new disaster countermea-
sures, which we announced on April 28.

For example, we decided to install large-zone base 
stations at NTT DOCOMO buildings having robust 
in-house power generation facilities. Base stations of 
this type will be activated whenever ordinary base 
stations are put out of commission by a natural disas-
ter. A large-zone base station can cover a circular 
service area with a radius of approximately seven 
kilometers, which is far larger than that of ordinary 
base stations. In fact, installing large-zone base sta-
tions at 100 locations throughout Japan would cover 
about 35% of the population. Given the possibility of 
major earthquakes occurring in the Tokyo metropoli-
tan area and the Tonankai region of Japan (south-cen-

tral coast of Honshu island), we decided to prioritize 
the installation of large-zone base stations in those 
areas. We have already installed 37 large-zone base 
stations and plan to install more in order to reach a 
total of 100 units by the end of December 2011.

We are also moving forward on the development of 
a voice-file message service. Immediately after the 
earthquake, the heavy concentration of voice calls on 
the network caused up to 90% of attempted calls to be 
restricted, which made it extremely difficult for peo-
ple to make calls. By contrast, packet-based services 
like email were relatively easy to use at this time. This 
situation suggested the possibility of transmitting 
voice messages by means of packet communications 
while giving the user the same feel as a normal call 
when voice traffic becomes congested after a natural 
disaster. This service allows the user to use an ordi-
nary telephone number to deliver a message and can 
therefore be used by people who are not familiar with 
email services. We expect to start providing this ser-
vice by March 2012.

At NTT DOCOMO, we plan to invest about 23 bil-
lion yen (about US$300 million) in the development 
and implementation of ten new disaster countermea-
sures, including the ones I just described. Except for 
a part of those countermeasures, such as the voice-file 
message service, we aim to complete them by the end 
of December.

This earthquake taught us the importance of the 
division of roles between headquarters and the field. 
While respecting the judgments of field personnel 
directly involved in disaster response, then headquar-
ters must make important decisions so that NTT 
DOCOMO can carry out its mission. Headquarters 
must also strive to look ahead and give instructions in 
anticipation of future developments. I know that the 
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staff at headquarters works very hard, but we must 
not let pressures during extremely busy times over-
whelm us. In this regard, we began to study the new 
disaster countermeasures that I just described early in 
April while facilities were still in the process of being 
restored, and we were able to make a statement about 
them at an earnings announcement press conference 
on April 28. I believe that this quick transition from 
countermeasure formulation to execution was a result 
of a united effort by NTT Group companies that 
understand that the customer is the number-one prior-
ity and that we must continue to provide a safe, 
secure, and trustworthy brand. Working together 
toward a common objective brings forth wisdom and 
ability.

Our mission originates out of gratitude  
to our customers

Disaster countermeasure formulation—and indeed, 
all of the work that we do at NTT DOCOMO—begins 
with a sincere feeling of gratitude to our customers. 
This feeling is essential to achieving true customer 
satisfaction. 

Let me explain this using smartphones as an exam-
ple. Smartphone usage is growing rapidly, but 
because they are used differently from conventional 
mobile phones, we instituted changes in various areas 
so as not to inconvenience our customers. For exam-
ple, each of our retail shops has at least one staff 
member who is a smartphone expert, so that custom-

ers with questions or problems can be given authori-
tative answers. We have also enlarged our smart-
phone-savvy staff at call centers, which has raised the 
response rate on smartphone matters from 50 to 90%. 
Moreover, in the area of service development, we 
have shifted development resources in order to better 
handle smartphone needs.

I earlier touched upon the company’s chain-of-
command structure and the division of roles between 
headquarters and the field, namely branch offices and 
retail shops. I can paraphrase these two concepts by 
saying that understanding the field is where our work 
as a company begins. It is sometimes said that the 
bigger a company becomes, the more removed it 
becomes from the field. It is therefore important for 
headquarters to set up a system to absorb whatever is 
happening in the field and provide backup support. To 
this end, key personnel from headquarters must visit 
the field and make an effort to understand what is 
actually going on. I myself have been part of a 
branch-office caravan that visits NTT DOCOMO 
branch offices and retail shops throughout the coun-
try. Directors and other top executives at NTT 
DOCOMO are also assigned different areas to visit. 
The conclusions reached by the application of logic 
are correct perhaps about 60% of the time: to make 
the remaining 40% right, we must talk to field staff in 
person. Seeing that top executives themselves visit 
the field to study actual conditions has made a great 
impression on personnel in various departments at 
headquarters. They have taken a proactive approach 
to placing importance on the field, saying that they 
also want to understand conditions in the field and 
share information. 

On seeing this kind of energetic response by head-
quarters personnel, I feel that NTT DOCOMO is 
blessed with highly capable staff having great poten-
tial to come up with answers to problems. Once a 
target has been established, they go to work demon-
strating great ability. However, there was a time when 
we fell short in this regard. During the i-mode era, we 
may have put too much emphasis on technology. But 
we learned from this experience, and in J. D. Power’s 
customer satisfaction survey for mobile phone ser-
vices, we were ranked number one in the personnel 
sector for two years straight (2010 and 2011) and 
number one in the corporate sector for three years 
straight (2009–2011). Our renewed focus on cus-
tomer satisfaction is also reflected in handset sales. In 
the previous fiscal year, our customers purchased 
about 19 million mobile phones. 

Customers, handsets, the network, after-sales 
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service, and safety & security: these five areas are 
basic to our work at NTT DOCOMO. Looking for-
ward, I want NTT DOCOMO to make great progress 
while achieving a balance among these five basic ele-
ments of our work. 

Becoming an integrated service company:  
NTT DOCOMO’s vision for the future

––As President and Chief Executive Officer, what are 
your present concerns and what do you see as NTT 
DOCOMO’s future vision?

We have been galvanized in various ways through 
our exchanges with overseas organizations and com-
panies. What really strikes us here is how movements 
like the spread of smartphones and social networking 
sites and services have brought about rapid and pro-
found changes in the world. In such a tumultuous era, 
I believe that building up our research and develop-
ment (R&D) capabilities is of vital importance. For 
example, Long Term Evolution (LTE) technology, the 
basis for the LTE Xi (Crossy) Service that we 
launched last year on December 24, was first pro-
posed by NTT DOCOMO and approved for standard-
ization by the 3rd Generation Partnership Project 
(3GPP) in 2004. In this way, we would like to com-
mercialize technology that we have researched and 
developed through cooperation with various coun-
tries and companies.

Moreover, in the mobile field, I feel that an age of 
convergence is coming. The evolution of technology 
centered on mobile communications should stimulate 
innovation in diverse business areas through the con-
vergence of industry and services and create new 

value for users. For example, I can envision the con-
vergence of mobile with various types of equipment 
such as personal digital assistants and car-navigation 
devices and the convergence between mobile and 
medical/healthcare services. We can also consider the 
convergence between mobile and content (media), 
convergence between broadcasting and communica-
tions, and convergence between the energy and ecol-
ogy fields, just to name a few possibilities.

Against this background, NTT DOCOMO an-
nounced its “Medium-Term Vision 2015—Shaping a 
Smart Life—” on November 2, 2011. On the basis of 
this vision, I would like to promote the evolution of 
services, content, and device operability through an 
open development environment for a wide variety of 
devices centered on the smartphone and to pursue 
services and products that provide our customers with 
even more enjoyment and convenience. 

Furthermore, with the aim of becoming an inte-
grated service company centered on mobile commu-
nications, I would like to stimulate innovation and 
create new markets by forming alliances with other 
companies and converging mobile with various types 
of industries and services. Our aim is to provide a 
truly smart life for all by using the DOCOMO cloud 
to accelerate this evolution of services and the con-
vergence of mobile communications, industry, and 
services. In this way, daily life and business activities 
will become more secure, more convenient, and more 
efficient.

––Mr. Yamada, could you leave us with a message to 
the researchers that support NTT DOCOMO activi-
ties?

Yes, I would like to ask our R&D personnel to 
execute their work with a sense of urgency. Trends in 
the mobile phone industry are particularly fast mov-
ing, and instead of mistiming the market by pursuing 
perfectionism in products, I think that it is better to 
achieve 80% of the product objectives and enter the 
market at just the right time. Of course, achieving 
100% in safety-related matters is an absolute require-
ment. And we can think of the remaining 20% as 
requirements that should reflect feedback from cus-
tomers in later enhancements. Please don’t forget that 
good timing and skillful reading of trends are very 
important. I have great expectations that many ser-
vices will be coming forth from NTT DOCOMO 
R&D.
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Interviewee profile
 Career highlights
Ryuji Yamada received the M.E. degree in tele-

communication engineering from Osaka Uni-
versity’s Graduate School of Engineering and 
joined Nippon Telegraph and Telephone Public 
Corporation (now NTT) in 1973. In 1994, he took 
the lead in drawing up NTT’s strategic plan for 
transition from voice-oriented services to 
advanced IP (Internet protocol) services for the 
Internet age, which continue to underpin the NTT 
Group’s long-term vision. Over the years, he was 
also a central figure in planning NTT’s 1.7-tril-
lion-yen network of nationwide facilities. From 
July 1999 to June 2004, he held various top 
managerial positions at NTT WEST, where he 
played a key role in making the company profit-
able just three years after NTT’s reorganization in 
1999. In June 2004, he took up the post of Senior 
Executive Vice President for NTT, where he over-
saw its world-class research center and the devel-
opment of the company’s Next Generation Net-
work (NGN). Since joining NTT DOCOMO as a 
Senior Executive Vice President, a Member of the 
Board of Directors, and Managing Director of the 
Corporate Marketing Division in June 2007, he 
has contributed greatly to the growth and advance-
ment of the mobile market for corporate custom-
ers. He assumed the posts of President and Chief 
Executive Officer of NTT DOCOMO in June 
2008.
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1.   Introduction

1.1   Cloud business trends
It has already been several years since the term 

cloud computing came into use. Some people think 
that it is merely a buzzword, but all major vendors 
and systems integration providers in Japan are setting 
policies that have cloud business as a major pillar of 
their business strategy, and it is recognized as a para-
digm shift in the field of information and communi-
cations technology (ICT). First, we provide a general 
overview of cloud business and its two main trends. 

The first trend is related to public clouds, which 
have been developed by major players in North 
America such as Google and Amazon. Both are 
expanding their businesses in the fields of advertising 
on a web search site and electronic commerce on the 
Internet, respectively, but in the process, they have 
invested in computing-resource equipment and have 
established scale-out* technologies for operating 
these large-scale systems. These scale-out technolo-
gies utilize distributed parallel processing on multiple 
servers and together they provide a single service 
(search, product recommendations, etc.). Using the 
facilities, operational expertise, and technical power 
developed in building their main business as a base, 
Google, Amazon, and others have developed public 

clouds in order to lease out facility resources on a 
time basis. Google Apps, the Google App Engine, 
Amazon Web Services, etc. are now being used, not 
only by consumers and startup companies, but also by 
ordinary companies and public services, mainly for 
non-mission-critical systems. 

The other main trend in cloud business is toward 
private clouds. Companies such as VMware have 
established virtualization technology that allows indi-
vidual physical servers to be divided into multiple 
virtual servers. This allows computing resources to be 
used efficiently and enables enterprise systems to be 
built with flexibility and speed, at reduced cost. This 
has facilitated the development of a private cloud 
business for enterprise and promoted the migration of 
corporate systems, which were previously provided 
through on-premises (company operated) systems 
integration, onto private cloud systems. This move-
ment is still mainly focused on non-mission-critical 
systems, but it has included some mission-critical 
systems and there are examples of companies build-
ing global private clouds, particularly in manufactur-
ing and distribution industries. Commercial services 
for hybrid clouds, which combine private and public 
clouds, have also started to be offered in Japan. 

The technologies supporting these trends are by no 
means new, and the appearance of such cloud services 
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†	 NTT Research and Development Planning Department
	 Chiyoda-ku, Tokyo, 100-8116 Japan

NTT Group Initiatives for Achieving 
Societal Cloud Infrastructure
Atsushi Abe†, Tsuyoshi Ochi, Akira Shirahase, and 
Fusayoshi Kumada

Abstract
Cloud technology, which is a major trend in the field of information and communications technology, 

is expected to develop as a core technology for broad support of societal infrastructure in the future. In 
this article, we overview overall trends in cloud business and technology and then introduce the direc-
tions that the NTT Group is pursuing in cloud business, NTT R&D initiatives toward achieving them, 
and our main technical developments.

*	 Scale-out: Increasing the performance of the overall server group 
by increasing the number of servers in the group.
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has been made possible by increases in computer and 
network performance. The performance of servers 
and networks has improved to the level that they can 
be used for virtualization and distributed processing, 
and this has created new needs and planted the seeds 
for new forms of services. Both these seeds and these 
needs could also lead to further new trends in the 
future as well. 

1.2   Cloud technology trends
Next, we briefly touch upon some of the latest 

trends in cloud technology, including the commoditi-
zation of technologies for cloud infrastructure, the 
commercialization of network virtualization technol-
ogy and mobility of cloud resources, and large-scale 
data processing technology. 

(1)	� Commoditization of technologies for cloud 
infrastructure

Conventionally, products used in the cloud industry 
have been centered on vendor-specific technologies, 
but there has recently been an accelerating trend 
toward open standards and commoditization. Open 
community initiatives are receiving particular atten-
tion with Open Compute, led by Facebook, at the 
facilities layer; OpenFlow from the Open Network 
Foundation (ONF) at the network layer; OpenStack 
from Rackspace, NASA, and others at the infrastruc-
ture-as-a-service (IaaS) layer; and even Cloud Found-
ry from VMware and others at the platform-as-a-ser-
vice (PaaS) layer, as shown in Fig. 1. Commoditiza-

tion at each of these layers is expected to develop 
further in the future. Open technologies concentrate 
knowledge that exceeds the frameworks of individual 
companies and other organizations, so it will be 
increasingly important to embrace these trends cor-
rectly and apply them skillfully. 

(2)	� Commercialization of network virtualization 
technology and mobility of cloud resources.

Virtual server and virtual storage services have 
already been offered using the virtualization tech-
nologies, as exemplified by services such as Amazon 
EC2 and S3. In addition to these, it has recently 
become possible to offer virtualized network equip-
ment, such as switches and routers, and even virtual-
ized firewalls and load balancers. Also very signifi-
cant is the rapid commercialization of such network 
virtualization using OpenFlow, with the open tech-
nology discussed above, as the configuration-and-
control protocol for virtual network equipment. A 
significant aspect of this network virtualization is the 
improvement in the mobility of cloud resources 
(Fig. 2). It is currently possible to migrate individual 
servers within the same location or to a different loca-
tion in a relatively short time, either according to a 
plan or after a fault has occurred. However, for the 
entire system including the network to be usable con-
tinuously, additional operational preparations are 
required, such as configuration of the destination 
network configuration in advance. By contrast, net-
work virtualization technology enables network setup 

PaaS

Cloud Foundry

Proponent: VMware
- PaaS commoditization of the three-tier model of the web
- Providing PaaS infrastructure using standard development tools 
   such as RoR and Spring.

IaaS

OpenStack

Proponents: Rackspace and NASA (and over 100 companies
                    including NTT Group, Dell, Citrix, and Cisco)
- Commoditization of functionality equivalent to Amazon EC2/S3
- Multi-hypervisor strategy: Xen, KVM, Hyper-V, etc.

Networks

OpenFlow

Proponent: Stanford University
- Commoditization of network devices
- ONF (established in March 2011 by Google and Facebook) 
  is bringing OpenFlow to the main stream.

Facilities

Open Compute

CAD: computer aided design

Proponents: Facebook (Dell, HP, Rackspace, Skype, Zynga, etc.)
- Commoditization of datacenters (servers, facilities, etc.)
- PUE 1.07 datacenter know-how published with CAD, specification
  documents

Fig. 1.   Commoditization of cloud technology.
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and modification to be done rapidly and on demand, 
so migration becomes much easier. For storage 
migration, it is technically difficult to migrate large 
volumes of data instantly owing to network band-
width limitations, so operational issues must also be 
handled by, for example, copying the data beforehand 
and updating it whenever there are changes. 

(3)	 Large-scale data processing technology
In the past, products such as business intelligence 

analysis software and data warehouse appliances 
were used as decision-making support tools for mar-
keting, production, and other areas in enterprise. 
Recently, however, open source software (OSS) 
called Hadoop, which is equivalent to Google’s tech-
nology used in its search processing and can process 
even larger-scale data, has been gaining attention and 
is being used more and more. Moreover, with the 
spread of sensor technology and embedded systems, 
an increasing variety of data is expected to be gath-
ered in the future. Use of this huge volume of data in 
the public and consumer fields as well as enterprise is 
also being expected [1]. Research and development 
(R&D) is also progressing on realtime analysis of 
such sensor data. 

2.   NTT’s cloud strategy

2.1   NTT’s objectives for cloud services
In 2008, the NTT Group established a SaaS-over-

NGN task force with participation from NTT Group 
companies (100 members from 16 companies) to 
start and grow the software-as-a-service (SaaS) busi-

ness and provide a SaaS infrastructure to service 
providers (NGN: Next Generation Network). The 
scope of this task force was further expanded in 
spring of 2010, from SaaS to the cloud, incorporating 
the changing conditions in technology and cloud 
business. The group was renamed the SaaS/Cloud 
task force to promote and expand the cloud business 
within the NTT Group overall. Within this task force, 
the following basic policies were decided regarding 
NTT’s objectives in cloud services. 

-	 Provide a safe, secure, and highly reliable cloud
-	� Provide optimized services combining applica-

tions, platforms, networks, and terminals
-	� Make a cloud as a societal infrastructure through 

openness and collaboration
NTT’s objectives in cloud services, based on these 

basic policies, are shown in Figs. 3 and 4. They are 
supported by the following four pillars. We are 
advancing development of services to maximize the 
strengths of each NTT Group company and the 
strength of the whole group. 

1)	� Provide total operation and one-stop services, 
including networking.

2)	� Provide highly reliable cloud infrastructure and 
cloud applications.

3)	� Provide seamless networking suitable for cloud 
applications.

4)	� Create valuable knowledge and solve societal 
issues through the accumulation and analysis of 
data in the cloud.

Now In 1–2 years In 3–5 years

P2P: peer to peer

Server mobility Network mobility Storage mobility

Static migration
Live migration

OpenFlow overlays
VN-LINK, OTV, VEPA, VEB …

Vyatta, Altor …

Network as a computer
Differential transmission
Synchronous/asynchronous
transmission
P2P

Fig. 2.   Virtualization and mobility.
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Application

Platform

Network

Terminal

NGN

OCN: open computer network

FOMA,
Xi

Universal
One

Virtual infrastructure

Middleware

Total
management

Application set

Total end-to-end service

Seamless networking suitable
for cloud applications

Highly reliable cloud infrastructure
and cloud applications

Other provider’s
private cloud

Other provider’s
public cloud

Cooperation

Virtual networkVirtual network

Public/private
Hybrid cloud

OCN Internet

Multiple devices

Fig. 3.   NTT Group cloud objectives.

Individual activitiesSocial activitiesCorporate activities

New businesses

GPS: global positioning system
ITS: intelligent transportation systems

E.g., targeted advertising and
marketing anticipating demand

E.g., epidemiology, applications to
agriculture, urban planning, and ITS

E.g., behavioral support, health
management, and personal concierge

Resolution of societal issues Rich lifestyle

Creation and use of
knowledge that has value

Processing and analysis of
data accumulated in the cloud

Provision of large-scale
processing infrastructure

Data gathering
(web, GPS, sensors, etc.)

NTT cloud infrastructure

Fig. 4.   Creating new value through use of large-scale data.



� NTT Technical Review

Feature Articles

2.2   Development of cloud businesses
As shown in Fig. 5, NTT Group cloud services are 

being developed for enterprise, public, and consumer 
services, with the issues in each field being resolved. 

1)	� Enterprise-oriented clouds: We are contributing 
to the expansion of cloud applications from 
front-end systems, which are currently the 
major area, to include mission-critical systems 
and we are expanding our customers’ systems 
globally. We are also expanding development to 
include small and medium-sized businesses and 
industry-specific clouds. 

2)	� Public-service-oriented clouds: We are expand-
ing mainly in the areas of healthcare, regional 
government, and education, as reflected in gov-
ernment directions for the utilization of cloud 
technology. 

3)	� Consumer-oriented clouds: We are developing 
these with a focus on home clouds and content 
distribution services, which can utilize NTT’s 
strengths.

3.   NTT R&D initiative policies

To promote cloud activity based on its cloud strat-
egy, NTT is advancing the following policies and 
developing the overall cloud business of the NTT 
Group and the technology needed for it. 

3.1   Business development
In business development, NTT is working to inte-

grate the strengths of each group company and create 
incremental added value by promoting cooperation 
among them within the three fields discussed earlier: 
enterprise, public, and consumer-oriented services. 
We are also promoting cooperation with strategic 
partnerships across group companies. For example, 
with Microsoft, we have an initiative to develop a 
hybrid cloud that cooperates with Windows Azure. 
We also plan to further expand our cloud business 
through collaboration with new vendors, service pro-
viders, and other business partners. 

3.2   Technical development
Technical development on the cloud infrastructure 

needed to develop businesses can be divided broadly 
into initiatives for cost reduction and initiatives for 
differentiation. More specifically, the cloud infra-
structure consists of execution systems, which per-
form the actual processing, operations/management 
systems, which manage the execution systems, and 
security systems, which handle security for the execu-
tion and operations/management systems, as shown 
in Fig. 6. Each of these is further divided into major 
functional groups, and we have initiatives in each of 
these areas, advancing development for cost reduc-
tion utilizing commoditized products and for differ-
entiation from competitors.

For parts of the execution system in particular, from 

1) Enterprise-oriented clouds 2) Public-service-oriented clouds

3) Consumer-oriented clouds

Industry clouds

Private clouds
(from front-office

to mission-critical systems)

Development for small
and medium-sized business

SaaS over NGN

Education

Environment

Administration/
government

Health/medical

Linked to
broadcasting

Content distribution
Home clouds

Fig. 5.   Fields for development of NTT Group cloud businesses.
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the facilities layer to the PaaS layer, we can use open 
technologies as discussed above, and there are sev-
eral technologies and specifications that are expected 
to become commoditized in the future. We will use 
these proactively, and by proposing technical specifi-
cations and providing source code from NTT, we will 
also contribute to these open communities. We are 
also promoting standardization activities needed for 
cooperation among clouds through the Global 
Inter-Cloud Technology Forum (GICTF) and in other 
ways. 

On the other hand, in R&D for differentiation, we 
have our own development initiatives centered on 
virtual network operations technology, large-scale 
data distributed processing technology, cloud security 
technology, etc. and we are implementing applica-
tions of these leading-edge technologies in our cloud 
businesses. 

3.3   Promotion of openness and collaboration
We have developed a cloud environment for R&D 

(R&D cloud) as a place for rapidly and smoothly 
promoting business- and technology-development 

initiatives in order to accelerate the cycle of selecting 
requirements and issues from the business side and 
providing technologies to resolve the issues from the 
technical development side. 

4.   Technical development overview

At NTT Information Sharing Platform Laborato-
ries, we are developing technology covering the tech-
nical development policies and trends discussed 
above. Below, we give an overview of the main initia-
tives. The name Common IT Bases over Cloud Com-
puting (CBoC) used below is NTT’s name for this 
development (IT: information technology). 

4.1   �Technical development for cost reduction in 
commoditized technical field

(1)	� Cloud infrastructure operation and management 
technology (CBoC Type 1)

Although many commercial and OSS products are 
already available in the field of cloud computing, 
technical development in the field is advancing very 
rapidly and many more products are expected to be 
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available in the future. Consequently, one feature of 
CBoC Type 1 is that its architecture allows the execu-
tion system stack to be built flexibly using the best 
commercial and OSS products available at the time. 
We are also working to establish an operations tech-
nology for managing effective use of each type of 
resource (servers, storage, networks, etc.) being pro-
vided on the cloud to enable resources to be increased 
or decreased according to the load and to implement 
a mechanism for life cycle management, from 
construction to renewal of the cloud infrastructure. 
This will handle the whole cycle of provisioning, 
operations monitoring, and capacity planning. 

(2)	� OpenStack initiatives
One of our initiatives with open technology is our 

proactive participation in the OpenStack community. 
OpenStack is an open-source cloud infrastructure 
technology providing functions equivalent to Ama-
zon’s EC2/S3. It has an extremely active community: 
the main proponents are Rackspace and NASA, but 
there are over 100 other companies participating, 
including NTT DATA, DOCOMO Innovations, and 
NTT from the NTT Group. OpenStack is very likely 
to become an industry standard in the future. In 
anticipation of using this software commercially, we 
are proposing and working on additional functions 
and improvements that will be required for such use 
and we are ensuring and improving software quality. 
We are also participating in the FreeCloud project, 
which is operating an OpenStack trial service; 
through this project, we are contributing to improving 
the operability of OpenStack. 

4.2   Technical development for differentiation
(1)	 �Large-scale distributed processing infrastruc-

ture (CBoC Type 2)
Large-scale data analysis technology is expected to 

be one of the core technologies for accumulating and 
analyzing data in the cloud, creating valuable knowl-
edge, and resolving societal issues. These large-scale 
data analysis systems are composed mainly of 1) data 
gathering functions, 2) data storage and management 
functions (large-scale distributed processing infra-
structure), and 3) data analysis functions. NTT is 
studying technology for designing and operating the 
overall architecture of these large-scale data-analysis 
systems. It is working particularly on a large-scale 
distributed processing infrastructure as a differentiat-
ing technology and also working to develop technol-
ogy for reliability, operability, and performance. 

(2)	� Virtual network operations technology
In cloud datacenters, with the trend toward higher 

concentration and multi-tenant usages through server 
virtualization, designing and making changes to net-
works within datacenters has become extremely com-
plex. Because of this, as discussed earlier, technology 
that allows virtual networks to be configured on 
demand is attracting attention. NTT is integrating 
network virtualization technology into cloud systems 
and developing technology for operating total cloud 
systems. This allows network migration linked with 
server migration to be done automatically, and this 
can be applied, for example, as a disaster recover 
solution or as a means to reduce power consumption 
by optimizing server resource deployment. 

(3)	 Traceability infrastructure (CBoC TRX)
With current cloud services, it is impossible to 

know what equipment is actually providing the ser-
vice or what its operational state is, and this lack of 
transparency looks like a barrier to many customers 
from the security and operational perspectives. In 
response to this, we are developing technology that 
will provide an audit trail of what actually happened, 
together with visualization and certification of its 
safety and security, by reproducing and displaying 
the sequence of events in an easy-to-understand man-
ner from various types of log data related to the 
human operation, content migration, and processes 
and the related systems distributed throughout the 
cloud.

4.3   NTT R&D cloud initiatives
We have consolidated the R&D cloud, which con-

sists of well over 1000 servers, connecting R&D 
centers and providing a place to promote collabora-
tion within NTT laboratories and the NTT Group. 
The main initiatives being undertaken with this R&D 
cloud are as follows. 

- �Building a comprehensive testbed fully utilizing 
laboratory technologies, from datacenter facilities 
to application infrastructure, and establishing 
comprehensive technology for implementing 
radically increased productivity, energy conserva-
tion, and operational efficiency through cloud 
technology. 

- �Providing a location for collaborative testing 
among group companies and creating prototypes 
of new services and solutions through testing of 
the cloud stack.

- �Providing a place where researchers themselves 
can use products developed in the laboratory on 
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the R&D cloud, which will promote further 
improvements to laboratory products. 

This article has given an overview of technical 
development in NTT. The other Feature Articles in 
this issue give details of each technology. 

5.   Conclusion

Cloud technology is a core field of ICT and will be 
an important element supporting societal infrastruc-

ture in the future. The NTT Group is contributing to 
the creation of a cloud that will support this societal 
infrastructure through group-wide initiatives and the 
implementation of its advanced technologies.
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1.   Introduction

NTT Information Sharing Platform Laboratories is 
conducting research and development (R&D) on a 
cloud for large-scale distributed processing that can 
act as societal infrastructure. This cloud is composed 
of an execution system and a management system 
(Fig. 1). The execution system is the set of functions 
providing specific computing resources to users, 
including virtual machines and storage, and the man-
agement system is the set of functions that manage 
the operation of the execution system so that services 
(computing resources) can be provided appropriately 
to the users. In this article, we describe the cloud 
management system.

This cloud can be regarded from several perspec-
tives, including those of the cloud operator, the cloud 
services provider, and the cloud services users. In this 
article, we treat the cloud management system, so we 
focus on the operator’s perspective and the services 
provider’s perspective.

2.   Cloud operation model

The cloud operations management task cycle, as 
conceived by NTT, is shown in Fig. 2.

In response to user requests, provisioning functions 
control the execution system to provide computing 

resources. Monitoring functions check the health of 
the computing resources being provided (whether 
continuous service is being provided) and the service 
level (whether the service quality is appropriate). The 
capacity planning function calculates the appropriate 
amount of resources on the basis of monitoring 
results and creates configuration change instructions 
for the provisioning functions. Initial provisioning is 
done on the basis of estimates calculated by the appli-
cations provider, so as the services being provided on 
the cloud mature, computing resources could become 
either excessive or insufficient compared with re-
quirements owing to inaccuracies in the estimates. 
The purpose of the capacity planning function is to 
make these adjustments appropriately, but at present 
there is no well-defined method of accomplishing 
this. In current operation, the user re-calculates the 
estimate on the basis of the monitoring results.

Note that this cycle of provisioning, monitoring, and 
capacity planning is not a new concept with cloud 
computing. It is basically the same as has been done 
for various services in the past. In fact, such adjust-
ments were done every few months or years in the past, 
but with cloud technology, they can now be done every 
few minutes or tens of minutes. The automation of this 
operational cycle has made it possible to operate with 
fine adjustments being made to equipment according 
to demand, which was difficult to do in the past.

Below, we describe mainly the provisioning func-
tion, which is one of the functions in the cloud 
operations management model.

Feature Articles: Cloud Computing Platform Technologies for Social Infrastructure
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With cloud technology, computing resources are provided dynamically in response to requests from 
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3.   CBoC provisioning infrastructure

Next, we describe the Common IT Bases over 
Cloud Computing (CBoC) provisioning infrastruc-
ture being developed by NTT (IT: information tech-
nology).

3.1   Development goals
There are already several cloud services in exis-

tence, including that of the NTT Group. On-demand 
self-service [1] is a widely accepted property of 
clouds, performing resource provisioning according 
to instructions received from users, so the manage-
ment system, and in particular the provisioning func-
tion, is a basic feature of a cloud service.

These existing cloud services provide various types 
of services at various layers, according to business 
needs. This trend is expected to accelerate in the 
future [2].

The provisioning functions in existing services can 
be considered to optimize specific computing re-
sources according to their properties. On the other 
hand, the speed with which the provisioning function 
can be developed when providing a new computing 
resource must not become an obstacle to the busi-
ness.

Thus, with the CBoC provisioning infrastructure, 
we have abstracted the control model so that various 
computing resources can be supported very quickly, 
helping to accelerate business development. The 
operation of various computing resources can also be 
optimized daily (automatically in the future) through 
the operational cycle discussed above.

3.2   Central concepts
Below, we describe the central concepts imple-

mented by the features of the CBoC provisioning 
infrastructure, which allow various computing re-
sources to be added quickly and applications to be 
integrated easily.
3.2.1   �Resource abstraction and connection 

between resources
One question that arises is whether particular com-

puting resources will behave differently, though we 
talk about all resource types together. However, from 
a provisioning perspective, the important things are 
the fixed operations: create, allocate, initialize, acti-
vate, deactivate, finish, free, and delete. If we con-
sider a specific example, these fixed operations apply 
to both virtual machines (kernel-based virtual 
machine (KVM) and VMware) and virtual local area 
networks (VLANs), allowing them to be handled in a 

unified way by the provisioning infrastructure. The 
CBoC provisioning infrastructure uses this concept to 
abstract all of the objects that it handles as resources 
(of course, in addition to the fixed operations, it also 
provides ways to handle attributes and operations 
particular to a given resource).

Another question that arises is whether the process 
of connecting a virtual machine to a LAN can be 
abstracted. However, connections between resources 
are also abstracted, including definitions for a con-
nection’s source and destination as well as connec-
tion operations, and these definitions regulate what 
connections and what connection operations are pos-
sible. In this way, virtual machines and VLANs can 
connect, and higher-layer connections, such as those 
between an application and a database, can also be 
automated.

This abstraction enables new resources to be added 
easily to the CBoC provisioning infrastructure. By 
creating a driver that operates the execution system 
and by writing template data (resource definitions, 
connection definitions, and connection operation 
definitions), one can integrate a new resource into the 
system.

The development required when new resources are 
added is also a concern. It is true that creating a 
resource driver involves development. However, a 
resource re-definition procedure can be used, even for 
small-scale cases. Resource re-definition is a function 
for creating new template data from the existing 
resource status and its template data, without writing 
programs or creating template data from scratch. This 
function makes it easy to perform operations such as 
creating a new template of a virtual machine with 
installed applications from a virtual machine with 
only the installed operating system.
3.2.2   �Virtual environment operation, asynchro-

nous scenario processing
In many cases with cloud services like Amazon’s, 

the focus is on handling individual virtual machines. 
On the other hand, in ordinary system development, 
it is instead more common to bundle multiple proces-
sors and treat them as a single system or development 
environment. The CBoC provisioning infrastructure 
uses a virtual environment approach, modeling the 
system being provided by the user. When a system is 
being developed or a service is being provided, mul-
tiple resources can be conveniently bundled in a vir-
tual environment, enabling batch operations (start, 
end, backup, etc.).

Resource operations are basically considered to be 
asynchronous. Operations on real resources such as 
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launching a virtual machine usually take time, so 
processing is done asynchronously with respect to 
user requests.

Asynchronous processing is relatively easy to 
implement for individual virtual machine operations, 
but for batch operations in a virtual environment with 
multiple virtual machines, it is more complex. As an 
example, what would need to be done in a state where 
one virtual machine was stopped, another virtual 
machine was assigned but was not processing yet, 
and you want to transition them to a completed state 
all at once? With the CBoC provisioning infrastruc-
ture, operating procedures are generated automati-
cally, taking into account the current state of resourc-
es bundled in the virtual environment and the state of 
connections between them.
3.2.3   �CBoC provisioning infrastructure configu-

ration
Keeping in mind the need to accelerate business 

development, the various components of the CBoC 
provisioning infrastructure were designed to be plug-
gable, with well-defined interfaces, so that only the 
required parts for a given application need be devel-
oped or modified. These components are shown in 
Fig. 3. The types of interfaces and their applications 
are also listed in the Table 1.

4.   Application examples and effect

Next, we describe some examples of applying the 
CBoC provisioning infrastructure and the effect of 
these applications.

4.1   Application to the R&D cloud
Starting in October 2011, we plan to apply the 

CBoC provisioning infrastructure to the R&D cloud 
as a development environment lending service com-
ponents. The configuration for the R&D cloud 
includes authentication linked with the Open Light 
Directory Access Protocol (OpenLDAP), project 
management, role-based authorization, and group 
quota checking. It uses a web-based console screen 
(Fig. 4) and allows users to build and operate their 
own development and testing environments using 
virtual machines and VLANs.

Prior to the R&D cloud, NTT was operating a 
development environment lending service manually. 
Experience with it showed that the actual work time 
required was approximately 5.5 hours, from applying 
to use the system to actually beginning to use it, and 
that other work was also required, such as 8.5 hours 
to create a virtual machine template. The CBoC pro-
visioning infrastructure should reduce this work sig-
nificantly. Since these figures are based on actual 
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working time, the waiting time for users will be 
reduced even more, which will increase user satisfac-
tion.

4.2   �Evaluating ease with which resource drivers 
for products on the market can be created

As part of the process of evaluating virtual network 
products in NTT, we have created a resource driver 
that handles the product controller and have linked it 

Fig. 4.   Web console for the R&D cloud.

Interface

Resource SPI

Resource allocation
logic SPI

Modules conforming to this interface can control resource allocation
(allocating virtual machines to physical machines etc.). 

A new resource driver should conform to this interface when being created and integrated.

Authentication
interface

When the authentication method used for accessing the provisioning infrastructure is
changed, the authentication module must satisfy this interface.

Authorization SPI
When a change is made to the method by which operators authorize operations,  
an authorization module implementing this interface must be created and integrated.
The authorization module checks who, in what role, is authorized to perform what actions.

Application/objective

Provisioning
event listener API

To enable the introduction of processing before or after the execution of a provisioning
API routine, an event listener can be implemented using this interface.

Life-cycle
event listener API

To enable the introduction of any additional processing when the state of a resource
changes, an event listener can be implemented using this interface.

Extended
provisioning API

Provides the provisioning API as a web service. Bundles primitive API requests according
to application requirements.

Provisioning API Basic API provided by the CBoC provisioning infrastructure. Allows creation and deletion
of resources, querying and changing of resource states, and other actions.

Table 1. CBoC provisioning-infrastructure external interfaces.
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with a KVM driver for evaluation. The evaluator was 
not particularly familiar with virtual network prod-
ucts, but was still able to create the resource driver in 
about one person-month, including testing and 
integrating the virtual network product into the self-
provisioning environment.

Considering that this resource driver was produced 
internally by laboratory staff, without the quality con-
trol of a commercial product, that there is currently 
no development guide, and that there are many other 
variable factors, this evaluation result shows that it is 
easy to create resource drivers. It also shows that it 
will be easy to quickly integrate various new comput-
ing resources provided in the future into the system.

5.   Future directions

(1)	 Linking with capacity planning
There is no definitive method for capacity planning 

yet, but in the future this area will expand beyond 
simply the so-called performance optimization to 
include aspects like controlling power consumption 
in response to the demands of society. Linking this 
with the provisioning function is also important, and 
we intend to pursue this R&D in a unified way.
(2)	 Enhancing network functions

Network system functions must be enhanced in 
order to provide the type of cloud infrastructure 
expected from a network carrier. This requires us to 
advance network driver development, centered on the 
laboratory’s core technologies, and expand into the 
area of performance optimization, including that of 
the network.

(3)	 Inter-cloud linking
Cloud linking from the perspective of distributing 

resources is also important considering the effects of 
disasters. When clouds are linked, the management of 
large amounts of widely distributed data and coopera-
tive behavior over a wide-area network are very 
important. Such wide-ranging cooperation is an 
important area, even in the laboratory. In the future, 
we will continue to work on these elemental tech-
nologies.
(4)	 Commodity function initiatives

Virtual machines and VLANs, which were the ini-
tial cloud resources, are now familiar, and this area 
will continue to become commoditized in the future. 
In commodity fields, influential open source software 
such as OpenStack has appeared, and this may con-
tribute to a unification of operational interfaces in the 
future. For the CBoC provisioning infrastructure, 
resource drivers have been developed according to 
standardized interfaces, so we leave integration as 
commodity resources to organizations like Open-
Stack and focus our R&D efforts on differentiating 
functions.
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1.   Introduction

One application area for cloud computing is large-
scale data processing. The analysis of voluminous 
data within a realistic time requires abundant com-
puter resources, including central processing units, 
disk space for data storage, and network bandwidth. 
A lot of researchers have been interested in scale-out 
(horizontal scaling) technology and have started 
research and development (R&D) activities as a way 
to deal with large-volume data analysis by adding 
blade/rack servers to increase processing speed and 
expand data capacity. NTT Information Sharing Plat-
form Laboratories has also been developing a large-
scale distributed data processing platform called 
CBoC Type 2 (CBoC: Common IT Bases over Cloud 
Computing; IT: information technology) [1].

In this article, we first describe services that use 
large-scale data processing and then introduce tech-
nology for achieving the high degree of availability 
required of a large-scale distributed data processing 
platform as well as testing technology for evaluating 
applicability.

2.   Advanced services through large-scale  
data processing

It is difficult to manage the data generated in the 
web, IT systems, etc. (e.g., transaction logs, sensor 
logs, and life logs) and other data that continues to 
increase explosively in volume. Analysis of such 
voluminous data (known as big data) in a conven-
tional manner becomes exponentially costly even 
when the data is collected by the system, so the data 
has been either stored wastefully or discarded. The 
advent of scale-out technology, however, has reduced 
the cost of constructing systems for processing large-
scale data, and new advanced services such as per-
sonalization based on analytical results are now pos-
sible.

Large-scale data processing enables the use of 
diverse types of big data in a cloud environment in 
order to create mash-up*1 services, as shown in Fig. 1. 
A large-scale distributed data processing platform 
collects and stores the big data produced by IT sys-
tems or the Internet. By analyzing such large volumes 
of data, one can acquire new knowledge and expertise 
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and create new mash-up services. A large-scale dis-
tributed data processing platform is expected to serve 
as a platform for creating knowledge on which to 
base advanced services for customers.

3.   Development of CBoC Type 2

The conventional approach to the management of 
various types of data is to use a relational database 
management system (RDBMS)*2, but for big data, a 
technology known as NoSQL (not only SQL (struc-
tured query language))*3 is a cost-effective approach. 
NoSQL technology implements scale-out by relaxing 
the guarantee of data consistency that is essential for 
transaction processing in a RDBMS. Thus, while an 
RDBMS is suited to the analysis of structured data, 
the NoSQL approach, which is based on BASE (basi-
cally available, soft states, eventual consistency), is 
suited to the processing of big data that is less struc-
tured, such as natural language data.

Typical examples in this field include the service 

platforms provided by Google and Amazon [2], [3] 
and the open-source software Hadoop [4]. Hadoop 
users are increasing in number, and systems on the 
scale of thousands of servers have been reported to be 
in operation. However, some problems regarding 
introduction to mainstream systems that require con-
tinuous operation remain; one example is the inability 
to switch servers online when a management server 
fails. We therefore took up the challenge of develop-
ing CBoC Type 2 to improve the reliability, operabil-
ity, and maintainability of a large-scale distributed 
data processing platform.

4.   Improving fault tolerance in large-scale  
distributed data processing platforms

CBoC Type 2 comprises three distributed process-
ing subsystems: a distributed file system for storing 
big data on many blade/rack servers in a distributed 
manner, a distributed table subsystem for managing 
big data as structured data, and a distributed lock sub-
system, which provides a basic function that allows a 
high degree of settlement in these distributed systems 
(Fig. 2).

In the development of CBoC Type 2, particular 
effort was made to improve fault tolerance, which is 
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Fig. 1.   Large-scale distributed data processing platform and application to services.

*2	 RDBMS: A database management system that features data rep-
resentation in the form of two-dimensional tables.

*3	 NoSQL: Processing requests submitted to an RDBMS are often 
written in SQL, but NoSQL refers to a language designed as not 
being an RDBMS.
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important for managing scale out. In systems that use 
many blade/rack servers, the probability of overall 
system failure is high, even if the failure rate of indi-
vidual servers is low. Thus, ensuring hardware failure 

tolerance is a major problem. In CBoC Type 2, the 
distributed lock function provides the basis for fault 
tolerance in the distributed file and distributed table 
subsystems (Fig. 3).

Applications using large-scale distributed data processing platform

Distributed processing library

Distributed table

Distributed lock

Distributed file

Large-scale data distributed processing system

Fig. 2.   CBoC Type 2 software structure.
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Fig. 3.   CBoC Type 2 failure recovery processing.
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4.1   Fault tolerance of distributed locks
A distributed lock works to set one of the five pro-

cessess on different servers to be the master process. 
The five server processes communicate via a distrib-
uted consensus protocol to form a consensus among 
backup processes on servers [5]. If the master process 
server fails, a new master is selected from the remain-
ing backup process servers by a distributed consensus 
protocol, and the new master takes over the previous 
master’s processing (failover). By doing so, it main-
tains the distributed lock process with respect to the 
whole system [1].

4.2   �Fault tolerance of distributed files and distrib-
uted tables

Distributed files and distributed tables consist of 
many worker processes that process requests from 
applications and two master processes that control 
the worker processes. The active master and standby 
master processes are distinguished by using the 
exclusive lock*4 function of the distributed lock. The 
master that succeeds in acquiring an exclusive lock 
becomes the active master and the master that failed 
to acquire the lock becomes the standby master. A 
distributed lock monitors the life and death of each 
master process; if the active master fails, the exclu-
sive lock is released. The standby master can then 
acquire the exclusive lock and become the active 
master (failover).

The distributed lock also monitors the life and 
death of worker processes ((a) in Fig. 3). If a worker 
process fails, the failure is reported to the active mas-
ter (b). The active master issues an instruction to 
another running worker process to recover the data 
(c ) that was being managed by the failed worker pro-
cess and the running worker process takes up the 
processing that was being performed by the failed 
worker process. To prevent data loss due to distribut-
ed file failure, the data is made redundant and the 
same data is managed by multiple worker processes.

4.3   Fault tolerance considering the network
The network configuration of the servers also has a 

strong effect on fault tolerance. CBoC Type 2 uses a 
tree network configuration in which multiple edge 
switches are subordinate to a core switch and each 
edge switch connects to multiple servers. The master 
processes of the distributed file and distributed table 

system are positioned under different edge switches 
and the redundant data of distributed files is managed 
by worker processes that are under different edge 
switches.

In that way, CBoC Type 2 implements fault toler-
ance such that the whole system does not go down 
when a single unit of hardware (such as a server or 
switch) fails, even if an edge switch failure results in 
multiple servers being removed from the system at 
the same time.

5.   System testing in large-scale  
distributed systems

Large-scale distributed systems designed for the 
analysis of big data may comprise from several tens 
to several hundreds of servers, or even thousands in 
some cases, depending on the scale of the data to be 
processed and the nature of the processing. The num-
ber of variations of state transitions in such distributed 
systems is huge, so system testing is correspondingly 
more important. Therefore, system testing in CBoC 
Type 2 is designed to allow the construction of a test-
ing environment that involves thousands of servers 
and implementation of testing that assumes actual 
service use cases.

The difficulties faced by testing in the construction 
of a large-scale distributed data processing platform 
include 1) automation of testing environment con-
struction, 2) faster registration of big data, and 3) 
more efficient confirmation of test results. CBoC 
Type 2 deals with those problems in the following 
ways.

5.1   �Automation of testing environment construc-
tion

The difficulty of constructing testing environments 
can probably be imagined by simply considering the 
work involved in installing software on several hun-
dred servers. System management automation tools 
can be used effectively in the construction of such an 
environment. Environment construction and mainte-
nance can be made more efficient by using system 
management automation tools such as Puppet [6] for 
unified management of installed operating systems, 
middleware, application programs and various set-
tings, as well as for the management of the installa-
tion process.

5.2   Faster entry of big data
To check for stable system operation, we developed 

a data entry tool that can construct various data 

*4	 Exclusive lock: A mechanism that limits the number of processes 
that can modify data to one to avoid problems caused by modifi-
cation of the same data by multiple processes.
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storage states in a short time; this function is essential 
for testing when a large amount of data has been 
entered. The tool incorporates functions for restarting 
from a state midway through data entry and for auto-
matically adding previously entered data, etc.; these 
functions greatly reduce the preparation time required 
for testing.

5.3   More efficient validation of test results
The items involved in the validation of test results 

include the input and output results as seen by the 
application, the data entry state, and whether or not an 
error occurred. For large-scale testing environments 
in particular, realtime observation and visualization 
of error occurrence and server process states made 
possible by the monitoring of system operation and 
error log and other such records is important. For this 
purpose, NTT’s Crane technology [7] or other similar 
integrated operation management software is used for 
efficient confirmation of test results. The operation 
management screen of Crane is shown in Fig. 4.

By proceeding with testing while using related 
technology and tools in addition to the three subsys-
tems for distributed files, distributed tables, and dis-
tributed locks in this way, we are building up the 
expertise in system operation needed for large-scale 
environments in order to bring CBoC Type 2 to a 
highly practical level of development.

6.   Future development

In developing CBoC Type 2, we encountered many 
difficulties in running programs in a large-scale envi-
ronment and we learned much during the develop-
ment and testing phases. By gaining use experience 
for various kinds of assumed services through the 
application of CBoC Type 2 to NTT R&D Cloud, the 
cloud environment for NTT’s R&D centers, we will 
identify the common functions and performance 
requirements for the platform and increase applica-
bility to specific needs to develop CBoC Type 2 into 
a large-scale distributed data processing platform that 

Search condition Filter Reload

Fig. 4.   Screenshot from the integrated operation and management software (Crane).
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has high reliability, operability, and maintainability.
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1.   Introduction

In recent years, the development of server virtual-
ization technology has led to changes in the cloud 
services environment, such as more efficient usage of 
physical servers (high aggregation), sharing of hard-
ware resources such as server and network (multite-
nacy), and the need for practical migration. For net-
works within datacenters, attention has been drawn to 
problems such as the explosive increase in the num-
ber of medial access control (MAC) addresses and 
virtual local area networks (VLANs), the construc-
tion of layer 2 (L2) networks across offices, and net-
work migration.

Technology for solving these problems has taken 
two major directions: architectures that extend exist-
ing technology and network equipment commoditi-
zation through virtualization. The former uses fast, 
high-capacity L2 switches ranging from 40GbE (40-
Gbit/s Ethernet) ones to 100GbE (100-Gbit/s Ether-
net) ones to make flat connections over multiple 
switches in one hop; these switches are operated and 
managed as one very large logical L2 switch. 
Although this approach is expected to be widely used 
in large, next-generation datacenter networks, there 
are problems such as strong dependence on the switch 
vendor, insufficient interworking with network equip-
ment other than switches (e.g., firewalls and load 
balancers), and the same high construction cost as in 

the past. The latter approach, on the other hand, 
establishes a logical network independently of the 
physical network by logically integrating functions 
such as those of network equipment other than 
switches into a standard switch called an OpenFlow 
switch. As a result, a carrier can expect lower con-
struction costs for datacenter networks using com-
modity network equipment. OpenFlow was initiated 
by the Open Network Foundation (ONF), a promo-
tional organization that has been active in moving the 
technology toward a practical stage. ONF has focused 
on the flexibility of network programmability (recon-
figuration of the network in connection with applica-
tions), which is considered to be a powerful network 
virtualization technology for the cloud environment.

In this article, we explain the need for network vir-
tualization as well as the technology itself and its 
application areas.

2.   Need for network virtualization

As described above, multitenancy requires the abil-
ity to provide an isolated network for each cloud 
services user, together with network flexibility and 
agile construction and configuration changes for high 
aggregation and migration needs. There are, however, 
difficult problems in satisfying those requirements 
with existing VLANs and products.
(1)	� Difficulty of network design and management in 

datacenters
In datacenters, the tagged VLAN is generally used 

to isolate each user’s network, but there are two 
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problems with this approach. One is the limited 
capacity of the tagged VLAN. This technique attach-
es one of 4094 VLAN identifiers (VLAN-IDs) to 
packets, so the maximum number of isolatable net-
works is 4094. A VLAN-ID must be unique over the 
entire datacenter network, so it is impossible to 
accommodate more than 4094 users at the same time. 
The other problem is the use of proprietary specifica-
tions by the vendors of the products used in datacen-
ters. For the products currently used in datacenters, 
most vendors use proprietary specifications in both 
network design and setup. Network design, for exam-
ple, may be premised on a virtual chassis* being used 
for switch products, in which multiple switches are 
seen as a single switch, and on the tagged VLAN 
being used for communication within server prod-
ucts. For setup methods, individual vendors have 
proprietary control protocol specifications etc. It is 
thus necessary to assign the VLAN-ID to match the 
vendor specifications, and the control protocol used 
must also match the vendor specifications. Further-
more, as the numbers of servers and switches in data-
centers increase to more than hundreds of units, the 
use of products from multiple vendors to avoid ven-
dor lock-in and reduce costs increases the difficulty 
of datacenter network design and management.
(2)	� Agile automatic changes in network configura-

tion in cooperation with migration
For cloud services, virtual machine migration 

among multiple datacenters in times measured in 
hours is necessary in order to take advantage of night-
time electricity rates and to respond to disasters. 
Specifically, services can be migrated without inter-
ruption on a virtual machine that uses TCP (transmis-
sion control protocol), UDP (user datagram protocol), 
or other protocols, and the network configuration can 
be changed in cooperation with the migration within 
a very short time.

As a step toward solving the above two problems, a 
new standard network virtualization technology that 
does not use VLANs and that eliminates vendor 
dependence is needed for cloud services.

3.   OpenFlow and ONF

OpenFlow originated as technology for an aca-
demic network at Stanford University in 2008, but it 
is now being studied by the OpenFlow Switch Con-
sortium as a network control technology.

3.1   Controller-data separation
The basic concept of OpenFlow is that a controller 

performs central control by distributing programs to 
switches that conform to the OpenFlow specifica-
tions. Each switch then operates according to the 
program (Fig. 1). Unlike the conventional Internet, in 
which the various types of network equipment 
exchange path information and select paths autono-
mously, the controller performs all control centrally, 
and each switch operates according to the instruc-
tions given to it. This scheme is referred to as control-
ler-data separation.

3.2   Control mechanism
OpenFlow control is specified as combinations of 

rules and actions. Rules identify the packets to be 
processed. It is thus possible to specify the evaluation 
conditions for L1–L4 header contents for packets 
whose TCP port number is 80, for example. Actions 
specify operations to be performed on the packets 
that match the rules. Specifically, it is possible to 
rewrite the header so that the packets are transferred 
to different ports or to specify that they are to be dis-
carded, etc. For example, an action can specify that 
packets that arrive at a particular port number are to 
be discarded. Another way to regard this is that the 
controller can change a switch into a router, firewall, 
or load balancer as needed by sending a simple pro-
gram to it. The flexibility of being able to control 
anything by programs is one reason that OpenFlow 
has been attracting attention.

Controller

OpenFlow
protocol

Statistical data

…
…

…

Statistical data

OpenFlow switch

OpenFlow switch

Flow Table

Action

Action

Rule

Rule

Statistical dataActionRule

Fig. 1.   Switch control in OpenFlow.

*	 Chassis: In this context, chassis covers case, cabinet, and chassis.
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3.3   ONF
ONF is an organization of member companies such 

as Google, Facebook, and Yahoo that began promot-
ing OpenFlow in March, 2011. NTT is also a partici-
pant. An interesting feature of ONF is that the board 
members are representatives of companies that oper-
ate large-scale datacenters, which is to say they are 
network user companies rather than network vendors. 
With the appearance of ONF, OpenFlow has taken on 
a commercial aspect in addition to its previous image 
of an academic system and it is now attracting much 
attention.

4.   Use of OpenFlow

Considering routing, there are two schemes for 
using OpenFlow: hop-by-hop and overlay (Fig. 2).
(1)	 Hop-by-hop

In the hop-by-hop routing scheme, the controller 
knows all of the switches and designs paths service-
by-service. Each switch operates according to in-
structions so as to repeatedly forward packets in a 
relay scheme that delivers the packets to their final 
destination. Although this scheme makes free use of 
the advantages of OpenFlow, each switch must hold 
all of the path information, so scalability may be a 
problem. It is suitable for the construction of small-
scale networks, but application to large-scale net-
works requires measures against path congestion 
etc.
(2)	 Overlay scheme

In the overlay scheme, the controller does not con-
trol all of the paths, but uses the tunneling technique 
described later to control the communicating end 

points, a practice that is referred to as edge network-
ing. With this scheme, the controller and the various 
switches need to know only the source and destina-
tion of the communication; the path is handled by the 
conventional routing mechanism.

This approach enables the amount of routing data to 
be managed to be kept down to a realistic level, even 
for a large-scale network. Early introduction to actual 
services is expected to be more feasible for the over-
lay scheme than for the hop-by-hop scheme. Next, we 
explain the implementation of an overlay virtual net-
work with L2-over-L3 tunneling, which is one kind 
of overlay scheme.

5.   Overlay virtual network

The overlay virtual network is implemented by 
encapsulating users’ L2 frames inside L3 packets to 
achieve L2-over-L3 tunneling (Fig. 3). The three 
main points are explained below.
(1)	 L2-over-L3 tunnel

In this technique, an OpenFlow switch within a 
hypervisor is equipped with an L2-over-L3 tunnel 
endpoint function and a tunnel is established between 
two hypervisors. The connection between the on-
premises environment (locally operated) and a hyper-
visor is also established by setting up an OpenFlow 
switch-based virtual gateway that has a tunnel end-
point function. The use of VLANs is abandoned to 
avoid VLAN-ID exhaustion and to escape from 
vendor dependence in VLAN-ID design.
(2)	 User isolation

User isolation is implemented with a function that 
assigns a user ID to each user and encapsulates the 
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Fig. 2.   Hop-by-hop and overlay schemes.
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data within the tunnel endpoint function of the Open-
Flow switch. The switching is then performed by the 
OpenFlow switch’s switching function using both the 
virtual and physical interfaces and the user ID.
(3)	 Standard switch control protocol

The use of OpenFlow for the switch control proto-
col makes it possible to develop a (hardware) control-
ler that can control the products of multiple vendors. 
That allows a reduction in equipment costs for servers 
and switches through multivendor sourcing. The 
development of this hardware also enables reductions 
in maintenance and operation costs.

6.   Application areas

Next, we describe a few fields of application for 
overlay virtual networks as virtual network technol-
ogy.

6.1   �Disaster recovery and business continuity 
plans

After the Great East Japan Earthquake on March 
11, 2011, disaster recovery and business continuity 
plans that involve the backup of data used in offices 
have gained attention. Disaster recovery countermea-
sures require remote copying of data among distant 
offices and migration between virtual machines at 
different locations. The conventional movement of 

virtual machines involves the connection of special-
purpose machines between offices and requires full 
network setup to be performed at both locations. That 
took months to accomplish in the past. By contrast, 
virtual network functions enable end users them-
selves to perform a live migration of a virtual machine 
to a remote location in minutes, which enables 
smooth disaster recovery.

NTT Information Sharing Platform Laboratories 
has constructed a logical network and remote live 
migration function by using virtual network control 
technology software to establish L2-over-L3 tunnel-
ing between cloud environments at the NTT Musashi-
no Research and Development Center and the NTT 
Atsugi Research and Development Center. Evalua-
tion tests have confirmed that smooth disaster recov-
ery measures can be implemented in this manner.

6.2   Power consumption reduction
After the Great East Japan Earthquake in March 

2011, which disrupted the electricity supply, attention 
turned to ways of reducing the power consumption of 
cloud services. The number of physical servers, and 
thus power consumption, can be reduced by 
concentrating the processing achieved by server vir-
tualization using cloud services.

Nevertheless, the situation surrounding virtual 
machine use is changing over time, so having virtual 
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servers running on a single physical server is not nec-
essarily the optimum arrangement of physical servers 
and virtual servers.

Partial movement of a virtual machine among 
physical servers according to the virtual machine 
operation state enables concentrated processing that 
is always optimal to be achieved and power can be 
conserved by powering down empty physical servers. 
Furthermore, using the virtual network for migration 
between remote locations allows flexible operation, 
such as partial movement of virtual machines to areas 
that have a large surplus of power.

6.3   Desktop as a service
Desktop as a service (DaaS) puts the user desktop 

environment in the cloud so that inexpensive personal 
computers or smart phones can be used for the user 
environment while maintaining the same high degree 
of operability provided by a local desktop environ-
ment. Furthermore, the provision of new services by 
using DaaS in combination with virtual networks is 
being studied.

For example, it would be possible to place the desk-
top environments of corporate employees of affiliated 
companies in the cloud and also build logical net-
works between arbitrary employee desktops on 
demand. By setting up shared servers and chat serv-
ers, etc. on such logical networks, one could easily set 
up a shared space for projects that involve the 
employees of multiple organizations or related com-
panies (Fig. 4).

In the past, it has been necessary to set up virtual 
desktops and a VPN for each project, and the end 
users had to access the virtual desktop of each par-
ticular project. With the combination of DaaS and 
virtual networks, on the other hand, the virtual desk-
tops can be collected together for each user, and the 
end users only need to switch among the virtual desk-
tops of the projects in which they are participating on 
demand.

7.   Concluding remarks

We have introduced the network virtualization 
technology needed for the cloud environment. NTT 
Information Sharing Platform Laboratories is work-
ing toward the early implementation of overlay vir-
tual network technology and its incorporation into 
CBoC (Common IT Bases over Cloud Computing) 
Type 1. In future work, we plan to investigate inter-
working between network virtualization technology 
within datacenters and VPN services in broadband 
networks, as well as gateway technology for main-
taining quality and service level agreement guaran-
tees.
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1.   Introduction

 For many potential new users, the inability to know 
the operational state of cloud services or where the 
service and data themselves actually reside is a bar-
rier to introducing such services [1]. Therefore, it is 
important to inform users about what kind of process-
ing the cloud service is performing and who per-
formed what human actions and where their data is 
located [2], [3]. A traceability platform overcomes 
these non-transparency concerns by reproducing and 
displaying the chain of events from log information 
indicating human operations, file transfers, and pro-
cess activity as well as information from related sys-
tems such as authentication and equipment manage-
ment systems.

2.   Cloud forensics

The cloud forensics service (Fig. 1) is a value-
added service aimed at allowing anxious users to 
receive cloud services with confidence, as well as let-
ting cloud services providers confidently provide 
services that will satisfy users, by giving the cloud 
system the ability to explain who (or what) did what, 
as well as when, where, in what way, and with what 
result. Specifically, the cloud forensics service main-

tains evidence (logs) of events occurring in the cloud 
and links them together according the users’ or opera-
tors’ intentions to provide event verification and visu-
alization. For example, it enables checking of the 
lifecycle of a user file (creation, editing, transfer, and 
deletion) (from the user’s perspective), checking of 
which operator performed which operations on a 
user’s environment configuration (operator’s per-
spective), and verification of whether the system is 
operating according to regulations (auditor’s perspec-
tive).

For this purpose, the system must maintain trace-
able event information in the 4W1H1R (when, where, 
who, what, how, and what result) format.

3.   Traceability platform architecture

To implement such cloud forensics, we have started 
developing the Common IT Bases over Cloud Com-
puting (CBoC) cloud traceability system (CBoC 
TRX), which gathers, stores, links together, and 
refers to logs of events occurring in the cloud (IT: 
information technology). The system architecture 
consists mainly of a log-trace section, which gathers 
and normalizes large volumes of logs output from 
servers and access points; the log security section, 
which maintains the security of the logs; and the log 
operation management section, which performs log 
provisioning, which enables different logs to be 
linked and traced (Fig. 2).
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The log-trace section processes, normalizes (map-
ping to 4W1H1R format), and stores the large volume 
of input logs. To maintain storage and data processing 
scalability, the storage of large logs can be linked to 
large-scale distributed processing infrastructures 
such as CBoC Type 2 or Hadoop*1.

To avoid dependence on a particular infrastructure 
when linking with large-scale distributed processing 
infrastructures in particular, we decided on a common 
access interface (storing and reading out) for pro-
grams being used, and infrastructures are accessed 
through adapters supporting this interface. The log-
trace section and the log security section were 
designed with a reusable component architecture, 
with uniform access interfaces between the func-
tional blocks, and with independence at the launch 
and unit operation level being maintained.

4.   Infrastructure features

Building log security, scalability, and log normal-
ization into the log infrastructure brings the following 
features to the traceability platform and improves 
usability.

4.1   Log security
Log evidence needs to be admissible. To improve 

log admissibility, three measures are taken: (1) the 
accuracy of terminal operation log timestamps for the 
Windows operating system is improved by linking to 
an NTP (network time protocol) server, (2) input logs 
(primary logs) have file-level anti-interpolation pro-
tection provided by a tamper detection function, and 
(3) input logs are normalized and complemented to 
ensure that there is sufficient information to recon-
struct actual events.

Evidence of any leakage of log data or tracing 
information is needed. To overcome one of the con-
cerns about cloud technology, which is that informa-
tion could leak to other users or operators, stored logs 
can be encrypted. Log data disclosure is also restrict-
ed according to the viewer’s authorization, and user 
names and other private information are not displayed 
except to the actual person.

4.2   Scalability
To process the large volume of logs for cloud ser-

vices, we implement scalability in the collection and 
parallel processing of log data using Flume (open 

source software) for the process of gathering logs 
from many locations, and we link to systems such as 
CBoC Type 2, Map/Reduce, and the Hadoop Distrib-
uted File System for storage and search processing.

4.3   Log normalization
Input log data (called log messages, since they are 

normally input as datagrams) is normalized by 
separating it into elements and mapping each element 
to a 4W1H1R category. If the information is insuffi-
cient for tracing at this point, the data is comple-
mented with information from other logs or other 
pre-defined external data. Log normalization has 
three effects.
(1)	� Logs can be linked to support a variety of trace 

requirements.
By clearly defining the meaning of individual log 

message elements, we enable a single log message to 
be used for mapping trace-service requests for vari-
ous purposes. In this way, conventional logs output 
for specific purposes can be used to reproduce actual 
events.
(2)	� Trace scopes can be extended by adding addi-

tional logs.
New logs are normalized when they are added to 

the traceability platform, so if there are log elements 
with the same meaning as elements already stored in 
the infrastructure, or if it is possible to add logs from 
a new time period or information about new services 
or functions in order to define how the logs are con-
nected, the scope of the trace can be extended tempo-
rally or spatially.
(3)	� Enhance adaptability to key-value store

A fast search can be implemented for keys such as 
user or file names by storing data in the key-value 
store (KVS*2) format and by using 4W1H1R ele-
ments as key data. 

4.4   Integration into the log infrastructure
To enable the traceability platform to handle logs in 

any existing format, we made it possible in the log 
operations management section to define parsing 
rules for logs and rules mapping from log elements to 
4W1H1R elements. For this purpose, we provided a 
graphical user interface, which makes it easy to inte-
grate new logs into the infrastructure, which already 
has normalized log data.

*2	 KVS is a format commonly used for Internet searching and other 
applications.

*1	 Hadoop: A Java software framework for distributed processing of 
large-scale data.
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5.   Trace service concept

5.1   Data tracing
The log of a user’s operations at a terminal is 

summarized and managed by CBoC TRX in 4W1H1R 
format, revealing what operations the user did on 
what files (data) (Fig. 3). This allows the record of 
what operations—creating, editing, copying, moving, 
or deleting—were done when and by whom on a 
given file.

The user can visually check the historical sequence 
of file creations, deletions, and transfers to other 
people even though the data is entrusted to the cloud 
operator, so the history of a file can be checked easily, 
including its source, where it went, or whether it was 
deleted according to requirements. In principle, for 
files passed to other people, the history is displayed 
with personal information such as file names anony-
mized, e.g., letters replaced by meaningless charac-
ters such as *, but it is also possible to suppress any 
display of this information.

5.2   Operation tracing
As with data tracing, terminal operation logs 

(4W1H1R) are also collected. The system summa-

rizes and links together both user and operator logs, 
so the relationships between operations of both can 
also be seen (Fig. 4).

Normally, it is impossible to link user logs with 
operator logs, but adding additional information that 
can be parsed and linked, such as operation logs from 
the same virtual machine or computer, enables the 
sequence of operations to be reconstructed despite 
the barrier of independence between user and opera-
tor.

Even if a cloud user’s environment is configured by 
different operators, the multiple logs from individual 
operators are linked, and the sequence of operations 
can be recognized. This also applies when a service 
system is composed of multiple services and servers. 
Using the common information in the logs enables 
operations spanning people, services, and systems to 
be rapidly linked together and understood.

6.   Future initiatives

6.1   Strengthen security
The security functions of CBoC TRX were imple-

mented from the perspective of making the logs 
admissible and preventing information leaks, but we 
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plan to strengthen them further in the future taking 
into consideration issues regarding the use of public 
information and protection of private or sensitive 
information and using additional technology such as 
long-term digital signatures and evidence record syn-
tax.

6.2   More active use of logs 
We will make improvements in log linking through 

techniques such as (1) resolving the various IDs 
(identities) of the same person on different services 
and using them to link logs and (2) integrating logs 
with other logs by recognizing the configuration 

between a physical device and logical devices. This is 
expected to meet the accountability obligations of 
cloud service providers and improve operational effi-
ciency.
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1.   Introduction

OpenStack [1] is a cloud management platform that 
has been attracting attention. It is open source soft-
ware for virtual machine infrastructure in the form of 
infrastructure as a service (IaaS). NTT is participat-
ing in the FreeCloud project, which is operating Free-
Cloud as a trial service for OpenStack*1. The Free-
Cloud project is managed by the OpenStack commu-
nity, which currently has over 60 corporate partici-
pants, including NTT DATA and the NTT R&D 
Laboratory Group. With over 70 active developers, 
the community is engaged in vigorous activity, so it is 
highly likely that OpenStack will become an industry 
standard for IaaS open source software.

2.   Toward higher operability

The objectives of FreeCloud are to construct a 
DevOps*2 system, expand the set of operation tools, 
and define a reference architecture that combines 
hardware configuration and setup standards to 
improve OpenStack operability.

2.1   DevOps
The insufficiency of operation manuals and operat-

ing tools is a problem for OpenStack. To solve that 
problem, the FreeCloud project is working on a 
development method called DevOps. This maintains 
tighter coupling between the operation and develop-

ment teams by adding functions while the system is 
operating. The DevOps method permits early feed-
back of operational problems to the developers. The 
trends in DevOps are (1) resource virtualization 
through cloud computing and IaaS and (2) automa-
tion of many operations by using the Puppet middle-
ware setup automation tool [2] and tools such as Chef 
[3]. This reduction in the distance between develop-
ment and operation has attracted the attention of 
many engineers. The creation of a DevOps system in 
the FreeCloud project can improve operability 
through clear documentation of the operating proce-
dures and feedback from operations to the develop-
ment community.

2.2   Implementation of efficient operation tools
The FreeCloud project is developing OpenStack 

operation tools. The specific tools planned for devel-
opment include an autoinstall function and a monitor-
ing function. The OpenStack automatic installation 
system comprises Cobbler, a tool that automates 
operating system (OS) installation [4], and Puppet. 
The OpenStack monitoring function uses the notifi-
cation function that was implemented in the Septem-
ber 2011 release of OpenStack [5].

2.3   Reference architecture
OpenStack has various settings to support many 

different kinds of virtualization software. The 
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FreeCloud project provides for the sharing of a refer-
ence architecture and service operation by the com-
munity and for the preparation of community stan-
dard operating manuals and operation tools.

3.   Operation by the community

Volunteer developers from the OpenStack commu-
nity are operating FreeCloud. The tool set developed 
in the FreeCloud project is also planned to be open to 
the OpenStack community. Community management 
of FreeCloud will make it possible to produce industry 
standard manuals and tools for OpenStack operation.

4.   Free offering to users

FreeCloud is intended to be made available to any 
user without charge. It is offered free because it is a 
trial version, so it is difficult to guarantee commercial 
quality. It is open to any user for two reasons: as a 
way to expand the community and as a way to repro-
duce the environment for providing actual services in 
which it is impossible to assume a user base. The plan 
is to select a certain number of users from among 
applicants and let each one use a virtual machine ser-
vice for about one week.

5.   System configuration

The FreeCloud project currently has two setup pat-
terns for FreeCloud, both of which are planned to be 
included in the next OpenStack release.

The first FreeCloud setup pattern assumes a public 
cloud environment that provides IaaS to general 
users. The public cloud settings are the Ubuntu 
(Linux) OS and Xen virtualization software, which 
are widely used in the U.S. market. For the network 
setup as well, all of the virtual machines exist on the 
same network.

The second FreeCloud setup pattern assumes a pri-
vate cloud that provides IaaS within an enterprise. It 
uses Red Hat Enterprise Linux 6 or an equivalent OS 
and kernel-based virtual machine (KVM) virtualiza-
tion software, which has a large share of the market 
in Japan. A virtual local area network function is used 
to isolate virtual user networks.

Both patterns include functions such as ones for 
starting up virtual machines from a web application 
program interface (API)*3 or web graphical user 

interface (GUI)*4. Two web APIs are provided. One is 
OpenStack’s own API and the other is compatible 
with Amazon EC2, which is compatible with the IaaS 
offered by Amazon. For the web GUI, two versions 
are planned: OpenStack Dashboard [6] and the Cla-
navi interface being developed by DOCOMO Com-
munications Laboratories USA, Inc. [7].

6.   FreeCloud project management system

Discussions within the FreeCloud project as well as 
the materials and tools are published on the project’s 
website [8]. FreeCloud is being managed by mem-
bers registered on that website [9]. The leader of the 
OpenStack virtual machine image*5 management 
function development project and the leader of the 
OpenStack quality improvement project are currently 
participating as committee members in addition to 
NTT members. The weekly development meetings 
are conducted online. Because the entire process is 
public, anyone who is interested can participate and 
comment.

7.   Schedule

The FreeCloud release is expected to be announced 
and the service inaugurated at OpenStack Design 
Summit 2011, in October 2011. We encourage any-
one who is interested to try the service. The Open-
Stack Design Summit will bring together the compa-
nies that are developing OpenStack and companies 
that may plan to use it. The previous event in San Jose 
was attended by over 400 persons and was very suc-
cessful. At the Design Summit, we also plan to enlist 
sponsors to support the continuation of FreeCloud.

8.   Concluding remarks

The FreeCloud project is intended to improve the 
operability of OpenStack through actual operation. 
The expected results are operating procedures, an 
expanded set of operation tools, and a reference 
architecture definition.
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1.   Introduction

The number of wireless applications using small 
terminals, such as the wide area ubiquitous network 
(WAUN [1]–[2]), wireless sensor networks [3]–[6], 
and active RFID (radio-frequency identification) 
[7]–[12], has been increasing. Small wireless termi-
nals must have very low power consumption and 
small power supplies such as coin batteries or small 
power generators [3]–[6]. In such wireless systems, 
intermittent operation is one of the key techniques for 
reducing the power consumption of the terminals 
[13], [14]. The average power consumption of the 
terminals can be reduced by decreasing the activity 
ratio of the intermittent operation. However, the 
method of controlling intermittent operation varies 
depending on the power consumption of the transmit-
ters, preciseness of the transmission timing, power 
supply capabilities, and so on. 

In this article, we describe power-management-cir-
cuit techniques for low-power intermittent LSI 
(large-scale integrated circuit) operation in power-
management-circuit designs for three different appli-
cations: RFID devices, sensor nodes, and WAUN 
transceivers. For RFID, the most important issue is 
reducing the power of the clock timer; for this pur-
pose, we use an analog RC (resistor-capacitor) timer 
circuit with megaohm resistors, all-digital RF trans-
mission, and automatically tuned RF pulse genera-
tion [15]–[17]. For an ultrasmall sensor node, a 
nanowatt-order power supply is essential; we have 
made one by using a two-stage power management 
circuit with a subnanowatt voltage detection circuit 
[18]–[24]. For WAUN transceivers, the power-man-
agement circuit must be able to supply 100 mA of 
current in the active mode and reduce the leakage cur-
rent to the nanoampere level; we have developed 
regulator circuits with a reversely biased nMOS/
pMOS (positive/negative-type metal oxide semicon-
ductor) cascode switch to reduce the leakage current 
to the nanoampere level and with a DC-DC converter 
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to supply sufficient current without any increase in 
power consumption [25], [26]. Our techniques for 
these applications are described in sections 2–4, 
respectively.

2.   Micro-power active-RFID LSI

For an RFID application, the power-supply circuit 
usually has a timer clock (or processor) and provides 
power to the transmitter intermittently. However, a 
timer circuit that uses a crystal oscillator consumes a 
considerable amount of power. Our power reduction 
solution uses an analog RC timer circuit with 
megaohm resistors. Battery voltage fluctuations are 
stabilized through the use of all-digital RF transmis-
sion and automatically tuned RF pulse generation; as 
a result, the integrated circuit (IC) is suitable for prac-
tical use. A block diagram of the active RFID IC is 
shown in Fig. 1. The IC is divided into two major 
blocks: a power-supply circuit block and a transmitter 
circuit block. The battery and antenna are external 
components. The power-supply circuit controls the 
transmitter’s power and its on and off states. When 
power is provided by the power supply circuit, the 
transmitter starts to operate and it sends the device’s 
ID (identification) to a receiver.

The architecture of the power-supply circuit, which 
consists of three switches, a comparator, and an off-
chip capacitor, is shown in Fig. 2. Initially, switches 
SW1 and SW3 are on, and SW2 is off. The energy 
from the battery is stored in a storage capacitor to 
obtain a sufficient voltage level for transmitter opera-

tion. The comparator senses the change in the level 
and compares it with a reference voltage. When the 
voltage reaches the high threshold voltage (VH) level, 
the comparator turns on SW2 and turns off SW1 and 
SW3. Then DC power is provided to the transmitter 
from the capacitor, and the circuit starts to operate 
and it sends the ID. During this operation, the energy 
stored in the capacitor is consumed and the capaci-
tor’s voltage level decreases. When the voltage 
reaches the low-threshold-voltage (VL) level, the 
comparator turns off SW2 and turns on SW1 and 
SW3. The battery starts to recharge the capacitor. At 
this point in the timing, the transmitter immediately 
stops operating because SW3 shorts the VDD (volt-
age drain drain) line to ground. This prevents unstable 
IC operation by avoiding operation at an insufficient 
voltage. This cycle is repeated until the battery runs 
down. This intermittent operation is effective for 
achieving a long lifetime in an active RFID tag. The 
typical operating voltage of an external battery is 
3.4 V. VH and VL are 2.1 and 1.9 V, respectively. The 
total average current drawn from the battery is 1.6 
μA. The comparator and voltage-reference circuit are 
the only components operating continually in the IC, 
and they consume about half the total average cur-
rent.

3.   Nanowatt wireless sensor nodes

Wireless sensor nodes can be powered by small bat-
teries (e.g., coin batteries) or small power generators. 
One popular approach is energy harvesting, in which 
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Fig. 1.   Block diagram of the active RFID IC.
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energy is captured from external sources such as solar 
power, thermal energy, or kinetic energy (e.g., move-
ment of a human body carrying the sensor). For a 
sensor node with a power generator, one of the most 
important issues is size reduction: sensor nodes as 
small as dust grains are expected [5]. However, the 
amount of power that a power generator can generate 
is almost proportional to its size [6]. Dust-sized sen-
sor nodes must operate with nanoampere-level power 
generators [18]–[24]. Since the generated power is 
much less than that needed for radio transmission, the 
generated energy must be accumulated by the sensor 

node until it has enough for a transmission burst 
(intermittent operation) [3]. However, since the 
power management circuit runs continuously not 
intermittently, the power management circuit’s power 
consumption cannot exceed the generated power. 
Thus, the power management circuit, which monitors 
the accumulated energy and controls the current 
flowing into the radio block, is a key circuit affecting 
the minimum current that must be accumulated. 

The target sensor-node architecture is depicted in 
Fig. 3. The architecture has four key elements: a 
power generator, power management circuit, vibra-
tion sensor, and radio block. The sensor nodes should 
be smaller than 1 mm3 [6]. Thus, the power generator 
outputs nanowatt-level power and the power manage-
ment circuit accumulates that energy in capacitors. 
When enough energy to operate the radio has been 
accumulated, the power management circuit supplies 
power to the sensing circuit, analog-to-digital con-
verter, and radio block.

For a design in which energy from a generator is 
accumulated and supplied to the radio block, there 
are two issues to resolve. One, as mentioned above, is 
that the total power consumption of the power man-
agement circuit must be less than the generated 
power. The total power consumption consists mainly 
of the power consumed for monitoring the voltage 
and controlling the switches and the leakage current 

Nanoampere-level

Power management circuit

Power line

Sensor A/D

A/D: analog-to-digital converter

Radio

Accumulation
capacitors
(external)

Power
generator

Fig. 3.   Target architecture of the nanowatt sensor node.
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flowing through the power switch transistor. The 
other issue is that the transition time of the power 
switch should be sufficiently shorter than the opera-
tion time of the radio block. This is because the out-
put voltage of the management circuit is too low for 
radio operation during the transition period, so during 
this period the output power is wasted. Such waste 
should be minimized so that most of the accumulated 
energy is used for radio operation. 

A simulation showed that the sum of the switch 
leakage current and comparator current is 19 nA for a 

pMOS switch or 11 nA for an nMOS switch [24]. 
Since these values are both greater than 1 nA, a sin-
gle-stage power management circuit cannot accumu-
late energy from a nanoampere power generator. 
Therefore, we designed a two-stage power manage-
ment architecture, as shown in Fig. 4. This architec-
ture can resolve both of the issues described above. 
The first stage accumulates the energy from a nano-
ampere power generator and supplies about 100 μA 
of current to the second stage. The second stage accu-
mulates the 100-μA current from the first stage and 
supplies about 1 mA of current to the radio block.

The voltage-monitoring circuit in the first stage is 
shown in Fig. 5. The current consumption of the first 
stage must be much lower than that of the second 
stage because the first stage must operate continu-
ously whereas the second stage operates intermit-
tently. With a previously proposed technique, the 
low-power band-gap reference circuit consumes 
about 0.2 µW [27]; therefore, the remaining available 
power is too low to enable the power management 
block to operate with nanowatt-level power. This is 
because calculations based on Ohm’s law show that 
the resistors in the band-gap reference circuit operat-
ing at a voltage of 2 V would need to be more than  
10 GW for subnanoampere operation. 10-GW resis-
tors would require several square centimeters of chip 
area, which would be almost impossible in the avail-
able area on the chip.

A subnanoampere-current-detecting (SNCD) cir-
cuit is used for the voltage-monitoring circuit in the 
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Fig. 5.   Voltage-monitoring circuit in the first stage.
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first stage, as shown in Fig. 5. The voltage-monitor-
ing circuit features subnanoampere operation, with 
voltage regulation through a series-connection of 
diode-connected MOS field-effect transistors (MOS-
FETs) and with positive-feedback amplification due 
to a cross-coupled transistor pair. The diode-con-
nected MOSFETs in the voltage-regulating circuit 
are six pMOSFETs and three nMOSFETs; those in 
the SNCD circuit are three nMOSFETs. The thresh-
old voltages of the pMOSFETs and nMOSFETs are 
-0.33 V and 0.30 V, respectively. The simulated tran-
sition characteristics of the input voltage VIN and the 
outputs of the voltage-monitoring circuit in the first 
stage (Out 1 and Out 2) are shown in Fig. 6. The input 
voltage VIN is the voltage of the accumulated energy. 
Initially, the diode-connected MOSFETs are in the 
off state. When VIN applies the threshold voltage to 
each diode, a subnanoampere current is generated in 
the voltage-regulating circuit. This current is mir-
rored to the current source Isncd in the SNCD circuit. 
This causes a current difference in MOSFETs Q1 and 
Q2 in the designed channel width: WQ2 > WQ1 (Fig. 5). 
This current difference is amplified and converted 
into a voltage signal by the cross-coupled transistor 
pair and the relationship between voltages Out 1 and 
Out 2 is inverted. This differential signal from the 

voltage-monitoring circuit is converted into a pulse 
by the hysteresis comparator, which means that the 
voltage of the accumulated energy reaches the volt-
age determined by the number of diode-connected 
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MOSFETs. Thus, our circuit can monitor the voltage 
of the accumulated energy and regulate it using low 
power consumption at a subnanoampere current.

The simulated transition characteristics of the sub-
nanoampere two-stage power management circuit are 
shown in Fig. 7. The input voltage VIN, the first sup-
ply voltage VDD1, and the second supply voltage VDD2 
were evaluated at the points depicted in Fig. 4. In the 
simulation, the input current was 1 nA and the values 
for the first and second off-chip capacitors were 2.2 μF 
and 0.7 μF, respectively. The interval between inter-
mittent bursts of the final accumulated output (VDD2) 
was about three hours. Our on/off keying (OOK) 
transmitter [15]–[17] can transmit 1000 bits of data 
using the VDD2 output.

To confirm the effectiveness of our circuit tech-
niques, we fabricated a test chip using the 0.35-μm 
complementary MOS (CMOS) process. To evaluate 
the characteristics of the voltage-monitoring circuit, 
we measured the time taken to charge the 2.2-μF 
accumulation capacitor by using a DC current source. 
Charging time was obtained from the waveform in 
Fig. 8. In this measurement, DC current of 1 nA was 
input to the rectifier, and the voltage at the measure-
ment point of the switch controlled by the voltage 
monitoring circuit (VDD1 in Fig. 4) was measured 
with a digital oscilloscope having impedance of 
1 MW. The accumulation capacitance was chosen to 
be 2.2 μF, which is the amount necessary to operate 
our OOK transmitter for one data transmission. The 
period of the measured pulse corresponds to the 
charging time, as shown in the upper waveform.

In Fig. 9, the solid line shows the measured charg-
ing time for our power management circuit, which 
includes a voltage detection circuit, and the dashed 
line is the calculated charging time for a previously 
reported voltage detection circuit [27]. If this previ-
ous circuit is used, the accumulation capacitor cannot 
be charged when the generated current is less than 0.1 μA. 

On the other hand, for our circuit, the accumulation 
capacitor can be charged with a 1-nA current, which 
corresponds to a solar cell less than 0.1 mm3 in size 
when the solar energy density is 10 μW/cm3. This 
means that the size of the power source needed for 
our circuit is 1/100 of that for the circuit in [27].

4.   WAUN transceivers

Terminals used in a WAUN must have small power 
supplies. To reduce power consumption, the wireless 
terminals operate intermittently with a very low 
activity ratio. Power reduction with a very low activ-
ity ratio strongly depends on power consumption in 
the standby mode. Thus, we use two key techniques 
for reducing the standby current: a special power 
switch for low leakage current and a minimized num-
ber of active blocks in standby mode. The standby 
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Fig. 8.   �Measurement results for the charging waveform of VDD1. In this 
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current of the terminals is less than 5 μA, which is 
about 1/100 of that for other applications, such as 
ZigBee and PHS (personal handy-phone system). 
One of the most important circuits for low-standby-
current performance is a power switch that can sup-
ply 100 mA in the active mode and reduce the leakage 
current to the nanoampere level in the standby 
mode.

The off-state leakage current of MOSFETs is deter-
mined mainly by the subthreshold leakage, gate-
induced drain leakage, and junction leakage currents 
[28]. MOSFETs based on semiconductor-on-insula-
tor (SOI) technologies have a smaller subthreshold 
swing and smaller junction area than those based on 
bulk technologies. Thus, the subthreshold leakage 
and junction leakage currents of power switches can 
be aggressively reduced by using SOI technologies 
[29]–[30]. The voltage between the gate and source 
(gate-source) voltage dependences of the off-state 
leakage current with a constant drain-source voltage 
for pMOS power switches using SOI and bulk tech-
nologies are illustrated in Fig. 10. The leakage cur-
rent of SOI MOSFETs at the gate-source voltage of  
0 V is about 1/100 that of bulk MOSFETs. This 
means that just using SOI technologies can reduce the 
leakage current satisfactorily.

The architecture of the power switch and regulator 
circuits with CMOS/SOI technology is shown in 
Fig. 11. The power switch has a conventional archi-
tecture and consists of two pMOSFETs. A depletion-
mode n-MOSFET (D-MOS) is used in the regulator 
circuit. This transistor has a negative threshold volt-
age and can control a large current by means of a low 
gate-source voltage, so it is useful for supplying 
stable current when the available battery voltage is 
low. A stable current supply requires an applied volt-
age that is sufficiently higher than the threshold volt-
age between the transistor’s gate and source. This is 
difficult to achieve if the source voltage is low and the 
threshold voltage is positive, but easy if the threshold 
voltage is negative.

The standby-mode biases of four types of power 
switches are illustrated in Fig. 12. In each power 
switch, two transistors are connected in a cascode 
configuration. The gate biases of the nMOSFET and 
pMOSFET are the ground level and power-supply 
level, respectively. The intermediate potential (VX) 
values of the power switches are chosen to ensure that 
the leakage currents of the cascode transistors are 
equal. In a type-A power switch, the gate-source volt-
age of the upper pMOSFET is 0 V and that of the 
lower pMOSFET is more than 0 V. Thus, the VX value 
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exceeds half of VDD. Similarly, the gate-source volt-
ages (VGS) and VX values of type-B, -C, and -D 
switches can be estimated; the values are given in 
Table 1. From the conditions and values in Table 1, 
the type-C power switch is expected to have the low-
est leakage current among the four power-switch 
architectures. This is because the gates of both tran-
sistors are reversely biased (i.e., the gate-source volt-
age of the upper nMOSFET is less than 0 V and that 
of the lower pMOSFET is more than 0 V) and the VX 
value is about half of VDD. Furthermore, the leakage 
current is expected to be aggressively reduced com-
pared with the other power switches, as shown in 
Fig. 13.

A typical architecture of a bulk regulator circuit 
with the new power-switch configuration is depicted 
in Fig. 14. An enhancement-mode nMOSFET is used 
for a power switch between the LSI and VDD. Thus, 
the voltage drop* across the nMOSFET is larger than 
the transistor’s threshold voltage because the voltage 
drop is equal to its gate-source voltage. This voltage 
drop is a big problem for low-voltage operation. 
Therefore, we use a DC-DC converter to raise the 
gate bias of the nMOSFET. The maximum gate bias 
of the nMOSFET is designed to be about twice the 
value of VDD in the active mode. On the other hand, 
the gate bias of the pMOSFET is fixed to the ground 
level. As a result, the regulator can supply sufficient 
current with a low battery voltage in the active 
mode.

Since the DC-DC converter is used only for the 
regulator circuit, a small converter is sufficient for 
this application. The small DC-DC converter oper-
ates only in the active mode. Thus, it does not increase 
the average power consumption of a regulator that 
has a low activity ratio. The leakage current in the 
standby mode is reduced by the new power switch in 
the main current path and by small switches in the 
regulator control paths. The gate width of the small 
switches is a thousand times smaller than that of the 
power switch in the main path. Thus, the total leakage 

current is not increased by the small switches in the 
regulator control paths.

The maximum supply current and leakage current 
of the new power switch were measured using a TEG 
(test element group) circuit. The TEG architecture is 
shown in Fig. 15. The DC-DC converter makes the 
gate bias of the nMOSFET twice VDD in the active 
mode and zero in the standby mode. The gate bias of 
the pMOSFET is zero in the active mode and VDD in 
the standby mode. Currents in main path I1 and con-
trol path I2 can be measured individually.

The measured current characteristics of I1 are 
shown in Fig. 16. The horizontal axis is the voltage 
drop across the power switches and the vertical axis 
is supply current I1. For comparison, the supply cur-
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nMOS
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× 1/100

log (|lD|)
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Fig. 13.   �Comparison of bias condition and leakage current 
between conventional and the new power 
switches.
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< VDD/2
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~ VDD/2

~ VDD/2
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0

Weak reverse bias

Reverse bias of VDD/2

0

VGS (lower MOS)

Weak reverse bias

0

Reverse bias of VDD/2

0

Table 1.   �Intermediate potential (VX) and gate/source 
voltages of the four power-switch architectures.
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Fig. 14.   �Typical architecture of a bulk regulator with the new 
power switch. The DC-DC converter raises the 
gate bias of the nMOSFET.

*	 When a DC-DC converter is not used, the maximum gate poten-
tial of the nMOSFET is VDD: the gate-source voltage and drain-
source voltage (which is the same as the voltage drop produced 
by the nMOSFET) become equal. Moreover, during current 
flows, the gate-source voltage is always larger than the threshold 
voltage. That is why the voltage drop is larger than the threshold 
voltage.



Regular Articles

� NTT Technical Review

rent characteristics of conventional SOI pMOS 
switches are also shown. The gate widths of the 
pMOSFETs and nMOSFETs of the switches were 
900 µm and 600 μm, respectively. The gate length for 
both was 1.0 μm. From the data, we see that the sup-
ply current of the new bulk switches is almost the 
same as that of the SOI switches and that the supply-
current characteristics of the former are more stable 
than those of the latter with respect to process varia-
tion.

The leakage current versus VDD characteristics of 
the TEG measured at 100°C, 40°C, and -10ºC are 
shown in Fig. 17. The leakage current is the sum of the 
main path current I1 and control current I2. The max-

imum voltage for VDD is 4 V. The leakage current of 
the new bulk switch is always lower than 100 nA in the 
graph’s temperature and voltage ranges. 

The measured leakage current versus temperature 
characteristics of the TEG at VDD = 3 V are shown in 
Fig. 18. The open plots are measured data for the 
conventional SOI MOS switch and the closed ones 
are for the new bulk switches. The temperature 
dependence of the leakage current is almost the same 
for the new bulk switch and conventional SOI switch 
in this temperature range.
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5.   Conclusion

Power-management-circuit techniques for low-
power intermittent LSI operation were described. 
Since they depend strongly on the wireless applica-
tions, three typical wireless applications were pre-
sented as circuit examples. These circuit tech-
niques—an analog RC timer circuit with megaohm 
resistors, a two-stage power management circuit, and 
a new regulator circuit, individually or in combina-
tion, enable the supply of current ranging from 1 mA 
to 100 mA and can cut the leakage current to the sub-
nanoampere level. Therefore, they are applicable to 
almost all low-power wireless terminals.
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1.   Introduction

Significant applications that use hidden Markov 
models (HMMs), including traffic monitoring and 
traffic anomaly detection, have emerged. The goal of 
this study is efficient monitoring of streaming data 
sequences by finding the best model in an exact way. 
Although numerous studies have been published in 
various research areas, this is, to the best of our 
knowledge, the first study to address the HMM search 
problem in a way that guarantees the exactness of the 
answer.

1.1   Problem definition
Increasing the speed of computing HMM likeli-

hoods remains a major goal for the speech recogni-
tion community. This is because most of the total 
processing time (30–70%) in speech recognition is 
used to compute the likelihoods of continuous density 
HMMs. Replacing continuous density HMMs by 
discrete HMMs is a useful approach to reducing the 
computation cost [1]. Unfortunately, the central pro-
cessing unit cost still remains excessive, especially 
for large datasets, since all possible likelihoods are 

computed. 
Recently, the focus of data engineering has shifted 

toward data stream applications [2]. These applica-
tions handle continuous streams of input from exter-
nal sources such as a sensor. Therefore, we address 
the following problem in this article: 
Problem Given an HMM set and a subsequence of 
data stream X = (x1, x2, ..., xn), where xn is the most 
recent value, identify the model whose state sequenc-
es have the highest likelihood, estimated with respect 
to X, among the set of HMMs by monitoring the 
incoming data stream. 

Key examples of this problem are traffic monitor-
ing [3], [4] and anomaly detection [5], [6]. 

1.2   New contribution
We have previously proposed a method called SPI-

RAL that offers fast likelihood searches for static 
sequences [7]. In this article*, it is extended to data 
streams; this extended approach, called SPIRAL-
Stream, finds the best model for data streams [8]. To 
reduce the search cost, we (1) reduce the number of 
states by clustering multiple states into clusters to 
compute the approximate likelihood, (2) compute the 

Regular Articles

†	 NTT Cyber Space Laboratories
	 Yokosuka-shi, 239-0847 Japan

Fast Algorithm for  
Monitoring Data Streams  
by Using Hidden Markov Models
Yasuhiro Fujiwara† and Yasushi Sakurai

Abstract
We describe a fast algorithm for exact and efficient monitoring of streaming data sequences. Our 

algorithm, SPIRAL-Stream, is a fast search method for finding the best model among a set of candidate 
hidden Markov models (HMMs) for given data streams. It is based on three ideas: (1) it clusters model 
states to compute approximate likelihoods, (2) it uses several granularities of clustering and approximation 
level of likelihood values in search processing, and (3) it focuses on the efficient computation of only 
promising likelihoods by pruning out low-likelihood state sequences. Experiments verified its effective
ness and showed that it was more than 490 times faster than the naive method.

*	 The present article is basically a shortened version of ref. [8]. 
Readers who would like more details, should refer to ref. [8].
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approximate likelihood with several levels of granu-
larity, and (3) prune low-likelihood state sequences 
that will not yield the best model. SPIRAL-Stream 
has the following attractive characteristics based on 
the above ideas: 

-	� High-speed searching: Solutions based on the 
Viterbi algorithm are prohibitively expensive for 
large HMM datasets. SPIRAL-Stream uses care-
fully designed approximations to efficiently 
identify the most likely model.

-	� Exactness: SPIRAL-Stream does not sacrifice 
accuracy; it returns the highest likelihood model 
without any omissions.

To achieve high performance and find the exact 
answer, SPIRAL-Stream first prunes many models by 
using approximate likelihoods at a low computation 
cost. The exact likelihood computations are per-
formed only if absolutely necessary, which yields a 
drastic reduction in the total search cost.

The remainder of this article is organized as fol-
lows. Section 2 overviews some background of 
HMMs. Section 3 introduces SPIRAL-Stream and 
shows how it identifies the best model for data 
streams. Section 4 presents the results of our experi-
ments. Section 5 is a brief conclusion.

2.   HMMs

In this section, we explain the basic theory of 
HMMs.

2.1   Definitions
Unlike the regular Markov model, in which each 

state corresponds to an observable event, an HMM is 
used when there is a set of unobserved, thus hidden, 
states and the observation is a probabilistic function 
of the state. Let {ui} (i = 1, ..., m) be a set of states.  
An HMM is composed of the following probabili-
ties:

-	� Initial state probability p = {pi}: The probability 
of the state being ui (i = 1, ..., m) at time t.

-	� State transition probability a = {aij}: The proba-
bility of the state transiting from state ui to uj.

-	� Symbol probability b(v) = {b(v)}: The probabil-
ity of symbol v being output from state ui.

HMMs are classified by the structure of the transition 
probability. Ergodic HMMs, or fully connected 
HMMs, have the property that every state can be 
reached from every other state. Another type of HMM 
is the left-right HMM; its state transitions have the 
property that, as time increases, the state number 
increases or stays the same.

2.2   Viterbi algorithm
The well-known Viterbi algorithm is a dynamic 

programming algorithm for HMMs that identifies the 
most-likely state sequence with the maximum prob-
ability and estimates its likelihood given an observed 
sequence. The state sequence, which gives the likeli-
hood, is called the Viterbi path. For a given model, the 
likelihood P of X is computed as follows:

P = max1<_i<_m (pin),  where 

pit = 




max1<_i<_m (pj(t–1)aji)bi(xt)    (2<_t<_n)
             pibi(x1)     (t =1)

 ,
 

where m is the length of the sequence, n is the number 
of states, and pit is the maximum probability of state 
ui at time t. The likelihood is computed on the basis 
of the trellis structure shown in Fig. 1, where states lie 
on the vertical axis and sequences are aligned along 
the horizontal axis. The likelihood is computed using 
the dynamic programming approach that maximizes 
the probabilities from previous states (i.e., each state 
probability is computed using all previous state prob-
abilities, associated transition probabilities, and sym-
bol probabilities).

The Viterbi algorithm generally needs O(nm2) time 
since it compares m transitions to obtain the maxi-
mum probability for every state; that is, it requires 
O(m2) in each time tick. The naive approach to moni-
toring data streams is to perform this procedure each 
time a sequence value arrives. However, considering 
the high frequency with which new values will arrive, 
more efficient algorithms are needed.

m

n

Fig. 1.   Trellis structure
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3.   Finding the best model for data streams:  
SPIRAL-Stream

In this section, we discuss how to handle data 
streams. 

3.1   Ideas behind SPIRAL-Stream
Our solution is based on three ideas: likelihood 

approximation, multiple granularities, and transition 
pruning. These are outlined below in this subsection 
and explained in more detail in subsections 3.2–3.4.
(1)	 Likelihood approximation

In a naive approach to finding the best model 
among a set of candidate HMMs, the Viterbi algo-
rithm would have to be applied to all the models, but 
the algorithm’s cost would be too high when it is 
applied to the entire set of HMMs. Therefore, we 
introduce approximations to reduce the high cost of 
the Viterbi algorithm solution. Instead of computing 
the exact likelihood of a model, we approximate the 
likelihood; thus, low-likelihood models are efficient-
ly pruned. 

The first idea is to reduce the model size. For given 
m states and granularity g, we create m/g states by 
merging similar states in the model (Fig. 2(a)), which 
requires O(nm2/g2) time to obtain the approximate 
likelihoods instead of the O(nm2) time demanded by 
the Viterbi algorithm solution. We use a clustering 
approach to find groups of similar states and then cre-
ate a compact model that covers the groups. We refer 
to it as the degenerate model. 
(2)	 Multiple granularities

Instead of creating degenerate models at just one 
granularity, we use multiple granularities to optimize 
the tradeoff between accuracy and comparison speed. 
As the size of a model increases, its accuracy 
improves (i.e., the upper bounding likelihood 
decreases), but the likelihood computation time 
increases. Therefore, we generate models at granular-
ity levels that form a geometric progression: g = 
1,2,4,..., m, where g = 1 gives the exact likelihood 
while g = m means the coarsest approximation. We 
then start from the coarsest model and gradually 
increase the size of the models to prune unlikely mod-
els; this improves the accuracy of the approximate 
likelihood as the search progresses (Fig. 2(b)). 
(3)	 Transition pruning

Although our approximation technique can discard 
unlikely models, we still rely on exact likelihood 
computation to guarantee the correctness of the 
search results. Here, we focus on reducing the cost of 
this computation. 

The Viterbi path shows the state sequence from 
which the likelihood is computed. Even though the 
Viterbi algorithm does not compute the complete set 
of paths, the trellis structure includes an exponential 
number of paths. Clearly, exhaustive exploration of 
all paths is not computationally feasible, especially 
for a large number of states. Therefore, we ask the 
question: Which paths in the structure are not promis-
ing to explore? This can be answered by using a 
threshold (say q). 

Our search algorithm that identifies the best model 
maintains the candidate (i.e., best-so-far) likelihood 
before reporting the final likelihood. Here, we use q 
as the best-so-far highest likelihood. q  is updated, i.e., 
increased, when a more promising model is found 
during search processing. Note that we assume that 
no two models have exactly the same likelihoods. 

We exclude the unlikely paths in the trellis structure 
by using q, since q never decreases during search 
processing. If the upper bounding likelihood of paths 
that pass through a state is less than q, that state can-
not be contained in the Viterbi path, and we can 
safely discard these paths, as shown in Fig. 2(c).

3.2   Likelihood approximation
Our first idea involves clustering states of the origi-

nal models and computing upper bounding likeli-
hoods to achieve reliable model pruning.
3.2.1   State clustering

We reduce the size of the trellis structure by merg-
ing similar states in order to compute likelihoods at 
low computation cost. To achieve this, we use a clus-
tering approach. Given granularity g, we try to find 
m/g clusters from among the m original states. First, 
we describe how to compute the probabilities of a 
new degenerate model; then, we describe our cluster-
ing method. 

We merge all the states in a cluster and create a new 
state. For the new state, we choose the highest prob-
ability among the probabilities of the states to com-
pute the upper bounding likelihood (described in 
subsection 3.2.2). We obtain the probabilities of new 
state uc by merging all the states in cluster C as fol-
lows. 

p̂ C = max(pi), âCD = max  (aik), b̂C(v) = max(bi(v))     ui∈C                                ui∈C,uk∈D                                           ui∈C

We use the following vector of features Fi to cluster 
state ui. 

Fi = (pi; ai1,..., aim;  a1i, ..., ami; bi(v1),..., bi(vs)),
where s is the number of symbols. We choose this 
vector to reduce the approximation error. The highest 
probabilities are the probabilities of a new state. 
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Therefore, the greater the difference in probabilities 
possessed by the two states, the greater the difference 
in the vectors becomes. Thus, a good clustering 
arrangement can be found by using this vector. 

In our experiments, we used the well-known k-
means method to cluster states where the Euclidean 
distance is used as a distance measure. However, we 
could exploit BIRCH [9] instead of the k-means 
method, the L1 distance as a distance measure, or 
singular value decomposition to reduce the dimen-
sionality of the vector of features. The clustering 
method is completely independent of SPIRAL-
Stream and is beyond the scope of this article.

3.2.2   Upper bounding likelihood
We compute approximate likelihood P̂  from degen-

erate models that have m̂(=m/g)states. Given a degen-
erate model, we compute its approximate likelihood 
as follows: 

P̂ = max1<_c<_m̂ (p̂cn), where

 p̂cn = 




max1<_j<_m̂ (p̂j(t–1)âjc)b̂c(xt)    (2<_t<_n)
             p̂cb̂c(x1)     (t =1)

,

where p̂ is the maximum probability of states. 
Theorem 1 For any HMM model, P <_ p̂ holds. 
Proof Omitted owing to space limitations.
Theorem 1 provides SPIRAL-Stream with the prop-
erty of finding the exact answer [8]. 

(a) Likelihood approximation

(b) Multiple granularities

n

g
m

(c) Transition pruning

Fig. 2.   Basic ideas behind SPIRAL.
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3.3   Multiple granularities
The algorithm presented in subsection 3.2 uses a 

single level of granularity to compute the approxi-
mate likelihood of a degenerate model. However, we 
can also exploit multiple granularities. Here, we 
describe the gradual refinement of the likelihood 
approximation with multiple granularities. In this 
subsection, we first describe the definition of data 
streams and then our approach for data streams. 

In data stream processing, the time interval of inter-
est is generally called the window and there are three 
temporal spans for which the values of data streams 
need to be calculated [10]:

-	� Landmark window model: In this temporal 
span, data streams are computed on the basis of 
the values between a specific time point, called 
the landmark, and the present.

-	� Sliding window model: Given sliding window 
length n and the current time point, the sliding 
window model computes the subsequence from 
the prior n − 1 time to the current time.

-	� Damped window model: In this model, recent 
data values are more important than earlier ones. 
That is, in a damped window model, the weights 
applied to data decrease exponentially into the 
past.

This article focuses on the sliding window model 
because it is used most often and is the most general 
model. We consider a data stream as a time-ordered 
series of tuples (time point, value). Each stream has a 
new value available at each time interval, e.g., every 
second. We assume that the most recent sample is 
always taken at time n. Hence, a streaming sequence 
takes the form (..., x1, x2, ..., xn). Likelihoods are com-
puted only with n values from the streaming sequence, 
so we are only interested in subsequences of the 
streaming sequence from x1 to xn.

For data streams, we use h + 1 distinct granularities 
that form a geometric progression gi = 2i (i = 0,1,2, ..., 
h). Therefore, we generate trellis structures of models 
that have m/gi states. Here, gh represents the small-
est (coarsest) model while g0 corresponds to the 
original model, which gives the exact likelihood. In 
the previous our study for static sequences [7], we 
first compute the coarsest structure for all models. We 
then obtain the candidate and the exact likelihood q. 
If a model has an approximate likelihood smaller than 
q, that model is pruned with no further computation. 
Otherwise, we compute a finer-grained structure for 
that model and check whether the approximate likeli-
hood is smaller than q. We iterate this check until we 
reach g0. 

For data streams, model granularity can be more 
efficiently decided by referring to the immediately 
prior granularity for data streams. It is reasonable to 
expect that the likelihood of the model examined for 
the subsequence will change little and that we can 
prune the models efficiently by continuing to use the 
prior granularities. That is, in the present time tick, 
the initial granularity is set relative to the finest 
granularity in the previous time tick at which the 
model likelihood was computed. If model pruning 
was conducted at the coarsest granularity, we use this 
granularity in the next time tick; otherwise, we use 
the granularity level that is one step down (coarser) as 
the initial granularity. If the model is not pruned at the 
initial granularity, the approximate likelihood of a 
finer-grained structure is computed to check for 
model pruning against the given q. 
Example If the original HMM has 16 states and the 
model was pruned with the 1-state model (granular-
ity g4, coarsest), we choose to use the 1-state model 
(granularity g4) as the initial model in the next time 
tick; if the model is pruned using the approximate 
likelihood of 16 states (granularity g0), we select the 
8-state model (granularity g1) as the initial model.

3.4   Transition pruning
We introduce an algorithm for computing likeli-

hoods efficiently on the basis of the following theo-
rem:
Lemma 1 Likelihoods of a state sequence are mono-
tonically nonincreasing with respect to X in the trellis 
structure.
Proof Omitted owing to space limitations.

We exploit the above lemma in pruning paths in the 
trellis structure. We introduce eit, which indicates a 
conservative estimate of likelihood pit, to prune 
unlikely paths as follows:

eit = 




pit = (amax)n–t   ∏
n
  bmax(xj)    (1 <_ t <_ n – 1)

                          pin    (t =n)
j =t+1 ,

where amax and bmax(v) are the maximum values of the 
state transition probability and symbol probability, 
respectively: 
amax=maxi,j(aij), bmax(v)=maxibi(v),(i=1,...,m; j=1,..., m).

The estimate is exactly the same as the maximum 
probability of ui when t = n. Estimate eit, the product 
of the series of the maximum values of the state tran-
sition probability and symbol probability, has the 
upper bounding property assuming that the Viterbi 
path passes through ui at time t. 
Theorem 2 For paths that pass through state ui(i = 1, 
..., m) at time t(1 <_ t <_ n), pjn <_ eit holds for any state 
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uj(j = 1, ..., m) at time n.
Proof Omitted owing to space limitations.

This property enables SPIRAL-Stream to search 
for models exactly.

In search processing, if eit gives a value smaller 
than q (i.e., the best-so-far highest likelihood in the 
search processing for the best model), state ui at time 
t for the model cannot be contained in the Viterbi 
path. Accordingly, unlikely paths can be pruned with 
safety. 

3.5   Search algorithm
Our approach to data stream processing is shown in 

Fig. 3. Here, Mi represents the set of models for 
which we compute the likelihood of granularity gi, 
and M'i represents the set of models computed with 
the finest granularity in the previous time tick, gi. 
SPIRAL-Stream first computes the initial value of q 
on the basis of the best model at the last time; it then 
sets the initial granularity. If a model is pruned at the 
coarsest granularity at the last time tick, SPIRAL-
Stream uses this granularity as the initial granularity. 
Therefore, we add M'h to Mh in this algorithm. The 
one-step-lower granularity is used as the initial gran-
ularity if the model was not pruned at the coarsest 
granularity; this procedure is expressed by “add M'i–1 
to M'i”.

3.6   Theoretical analysis
In this subsection, we provide a theoretical analysis 

that shows the accuracy and complexity of SPIRAL-
Stream. 
Theorem 2 SPIRAL-Stream guarantees the exact 
answer when identifying the model whose state 
sequence has the highest likelihood.
Proof Let Mbest be the best model in the dataset and 
qmax be the exact likelihood of Mbest (i.e., qmax is the 
highest likelihood). Moreover, let Pi be the likelihood 
of model M for granularity gi and q be the best-so-far 
(highest) likelihood in the search process. From The-
orems 1 and 2, we obtain P0 <_ Pi, for any granularity 
gi, for any M. For Mbest, qmax <_ Pi holds. In the search 
process, since q is monotonically nondecreasing and  
qmax >_ q, the approximate likelihood of Mbest is never 
lower than q, where q is monotonically nondecreas-
ing. The algorithm discards M if (and only if) q > Pi. 
Therefore, the best model Mbest cannot be pruned 
erroneously during the search process.

4.   Experimental evaluation

We performed experiments to test SPIRAL-

Stream’s effectiveness. We compared SPIRAL-
Stream [8] with the Viterbi algorithm, which we refer 
to as Viterbi hereinafter, and SPIRAL [7], which is 
our previous approach for static sequences.

4.1   Experimental data and environment
We used four standard datasets in the experiments.
-	� EEG: This dataset was taken from a large elec-

troencephalography (EEG) study that examined 
the EEG correlates of genetic predisposition to 
alcoholism. In our experiments, we quantized 
EEG values in 1-µV steps, which resulted in 506 
elements.

-	� Chromosome: We used DNA (deoxyribonucleic 
acid) strings of human chromosomes 2, 18, 21, 
and 22. DNA strings are composed of the four 
letters of the genetic code: A, C, G, and T; how-
ever, here we use an additional letter N to denote 
an unknown letter. Thus, the number of symbols 
(symbol size) is 5.

-	� Traffic: This dataset contains loop sensor 

Algorithm        Monitoring

Input: subsequence X of stream, set of models M ’, the 
     previous best model M ’best.
Output: the best model Mbest.
 1: compute P0 for M ’best;
 2: θ := P0;
 3: Mbest := M ’best;
 4: add M ’h to Mh;
 5: for i := h to 1 do
 6:    add M ’i −1 to Mi;
 7: end for
 8: for i :=h to 0 do
 9:    θ ’:=0;
10:    for each model M ∈Mi do
11:        compute Pi for M:
12:        if Pi  >_ θ ’ then
13:           Mmax := M;
14:           θ ’ :=Pi 

15:         end if
16:     end for
17:     compute P0 for Mmax;
18:     if P0 >_ θ  then
19:          Mbest :=Mmax;
20:         θ  = P0;
21:      end if
22:      for each model M ∈Mi do
23:         if Pi  >_ then
24:            add M to Mi −1;
25:            subtract M from Mi;
26:          end if
27:       end for
28:       M ’i :=Mi;
29:  end for
30:  M ’best := Mbest ;
31:  return Mbest;

Fig. 3.   Search algorithm.
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measurements of the Freeway Performance 
Measurement System. The symbol size is 91. 

-	� UNIX: We exploited the command histories of 8 
UNIX computer users at a university over a two-
year period. The symbol size is 2360.

The models were trained by the Baum-Welch algo-
rithm [11]. In our experiments, the sequence length 
was 256 and possible transitions of a left-right model 
were restricted to only two states, which is typical in 
many applications.

We evaluated the search performance mainly by 
measuring the duration using a wall clock. All exper-
iments were conducted on a Linux quad 3.33 GHz 
Intel Xeon server with 32 GB of main memory. We 
implemented our algorithms using the GCC compiler. 
Each result reported here is the average of 100 trials.

4.2   Results of data stream monitoring
We conducted several experiments to test the effec-

tiveness of our approach for monitoring data streams.

4.2.1   Search cost
In Figs. 4(a) and (b), SPIRAL-Stream is compared 

with Viterbi and with the state-of-the-art approach for 
data sequences, SPIRAL, which finds the best model 
for static sequences, in terms of the wall-clock time 
for various datasets where the number of states and 
number of models are 100 and 10,000, respectively. 
As expected, SPIRAL-Stream outperformed the 
other two algorithms: In particular, SPIRAL-Stream 
could find the best model up to 490 times faster than 
the Viterbi algorithm. 
4.2.2   Effectiveness of the data stream algorithm

Our stream algorithm (SPIRAL-Stream) automati-
cally changes the granularity and effectively sets the 
initial candidate to find the best model. To determine 
the effectiveness of these ideas, we plotted the time at 
each granularity for SPIRAL-Stream and SPIRAL. 
The results of time versus granularity in the model 
search cost for 10,000 models for EEG, where each 
model has 100 states, are shown in Figs. 5(a) and (b).
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SPIRAL-Stream required less computation time at 
each granularity. Instead of using gh (the coarsest) as 
the initial granularity for all models, this algorithm 
sets the initial granularity with the finest granularity 
at the prior time tick, which ensures that the algo-
rithm reduces the number of models at each granular-
ity. Furthermore, the stream algorithm sets the best 
model at the prior time tick as the initial candidate, 
which is expected to remain the answer. As a result, it 
can find the best model for data streams much more 
efficiently.

5.   Conclusion

This article addressed the problem of conducting a 
likelihood search on a large set of HMMs with the 
goal of finding the best model for a given query 
sequence and for data streams. Our algorithm, SPI-
RAL-Stream, is based on three ideas: (1) it prunes 
low-likelihood models in the HMM dataset by their 
approximate likelihoods, which yields promising 
candidates in an efficient manner; (2) it varies the 
approximation granularity for each model to maintain 
a balance between computation time and approxima-
tion quality; and (3) it focuses on the efficient compu-
tation of only promising likelihoods by pruning out 
low-likelihood state sequences. Our experiments 
confirmed that SPIRAL-STREAM worked as expect-
ed and quickly found high-likelihood HMMs. Spe-
cifically, it was significantly faster (more than 490 
times) than the naive implementation.
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1.   Introduction

With the rapid spread of fiber to the home (FTTH) 
in recent years, the importance of optical testing tech-
nology for the construction and maintenance of opti-
cal fiber cable networks has been increasing. In terms 
of evaluating the characteristics of optical fiber cable 
networks and optical devices, the standardization of 
the calibration method plays an important role in 
guaranteeing the performance of optical measure-
ment equipment.

2.   IEC

Standardization activities related to fiber optic mea-
surement equipment calibration and its procedures 
are the concern of the International Electrotechnical 
Commission (IEC) [1]. The IEC is a leading global 
organization that prepares and publishes international 
standards for all electrical, electronic, and related 
technologies. These serve as a basis for national stan-
dardization and as references when international 
tenders and contracts are drafted. The IEC was found-
ed in 1906. As of March 2011, 81 countries were reg-
istered as members or associate members of the IEC.

Standards are discussed by Technical Committees 
(TCs). Subcommittees (SCs) and Working Groups 
(WGs), which work under the supervision of a TC, 
are established as necessary. IEC TC86 WG4 (Fiber 
optic test equipment calibration) was set up in 1985 
by TC86 (Fiber optics) to discuss standards related to 
calibration methods and procedures for optical mea-
surement equipment.

The Japanese National Committee of TC86 is orga-
nized by the Institute of Electronics, Information and 
Communication Engineers (IEICE), which has a 
strong relationship with the Standardization Techni-
cal Committee of Japanese Industrial Standards (JIS), 
which is organized by the Optoelectronic Industry 
and Technology Development Association (OITDA). 
After policy on how to deal with issues has been 
approved by the national committee in Japan, mem-
bers of the Japanese National Committee of TC86 
WG4 participate in discussions at IEC TC86 WG4 
meetings. The relationships among these committees 
is shown in Fig. 1.

 
3.   Standards development process in IEC

An International Standard (IS) results from agree-
ment among the IEC’s National Committees. The 
technical work is developed through project stages. 
The sequence of project stages and the name and 

Global Standardization Activities

IEC TC86 WG4 Standardization 
Activities Aimed at Developing 
International Standards from 
Domestic Standards
Noriyuki Araki†

Abstract
This article describes the progress in the International Electrotechnical Commission (IEC) on global 

standardization of a method for calibrating optical measurement equipment and its relation to a Japanese 
domestic standard.

†	 NTT Access Network Service Systems Laboratories
	 Tsukuba-shi, 305-0805 Japan



Global Standardization Activities

Vol. 9 No. 12 Dec. 2011 �

abbreviation of the document associated with each 
stage are listed in Table 1. The associated documents 
are prepared during the corresponding stages and 
submitted as comments and voted on by the partici-
pating member countries (P-members) within the TC 
or SC. They then proceed to the publication stage. For 
each stage, there is a commenting or voting period of 
two to five months, and it might be several years 
before an IS is issued.

For example, in the proposal stage, a proposal for 
new work generally originates from industry via a 
National Committee. It is then communicated to the 
members of the appropriate TC or SC. A New Work 
Item Proposal (NP) is approved after a commenting 
and voting period of three months if:

-	� the committee’s P-members approve it by a 
simple majority and

-	� if enough experts nominated by the P-members 
approve it. For committees with 16 or fewer P-
members, the minimum number of experts is 
four; for committees with 17 or more P-mem-
bers, it is five.

The proposal is rejected if it does not satisfy the 
above requirements.

4.   Development procedure of IEC-PAS

To enable a Publicly Available Specification (PAS) 
[2] originally developed by a consortium or forum 
with a common interest to be accepted by the IEC, the 
IEC has a structure called the IEC-PAS [3]. An IEC-
PAS is either published by the IEC after organizations 
outside the IEC reach a consensus or published by the 
experts in an IEC WG. It may also be published to 
meet urgent market needs. It is published after the 
committee concerned has confirmed its content and 
checked that there are no conflicts with existing ISs 
and after simple majority approval in a vote by the 
P-members on the committee. An IEC-PAS can be 
developed as an IS in parallel with the above proce-
dure. Although some WGs have utilized the PAS 
development procedure actively since 2000, the PAS 
publication process was revised in 2007 because the 
PAS procedure was being used to avoid the need for 
NP approval, and the handling of comments on the 
draft IEC-PAS was causing confusion. Since 2007, an 
IEC-PAS must be approved in the proposal stage if it 
is to be published as a Technical Specification (TS) or 
as an IS. A simplified diagram of the normal 

IEC Technical Committee

TC86: Fiber optics

TC86 WG4: Fiber optic test
equipment calibration

IEC Japanese National Committee
(under IEICE)

IEC TC86 National Committee

IEC TC86 WG4
National Committee

JIS Standardization Technical
Committee

(under OITDA)

Fiber Optics Standardization
Committee

Optical Measuring Instruments
Standardization Committee

Fig. 1.   �Relationships among IEC Technical Committee, IEC Japanese National Committee, and JIS 
Standardization Technical Committee related to IEC TC86 WG4.

Table 1.   Project stages and associated documents.

Project stage

Preliminary stage

Proposal stage

Preparatory stage

Committee stage

Enquiry stage

Approval stage

Publication stage

Preliminary Work Item

New Work Item Proposal

Associated document

Name

Working Draft(s)

Committee Draft(s)

Committee Draft for Vote

Final Draft International Standard

International Standard

PWI

NP

Abbreviation

WD

CD

CDV

FDIS

IS
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procedure for developing an IS and the PAS develop-
ment procedure is shown in Fig. 2. The IEC-PAS is 
approved by a simple majority of the committee’s P-
members after a three-month commenting and voting 
period.

5.   Reflecting domestic standards  
in international standards

5.1   �Trend of standardization activity of optical 
measurement equipment calibration

IEC TC86 WG4 has established a Sub-Working 
Group (SWG) for each study item, and each SWG 
discusses standards related to optical measurement 
equipment. The Japanese National Committee of IEC 
TC86 has proposed the JIS draft (which includes the 
JIS that has already been standardized) being pre-
pared by the IEC TC86 WG4 National Committee as 

a new international standard. Therefore, the Japanese 
National Committee is providing project leaders for 
some SWGs. The standardization activities in IEC 
TC86 WG4 are listed in Table 2.

5.2   Calibration of optical spectrum analyzers
IEC 62129 “Calibration of optical spectrum analyz-

ers”, which was published in 2006, was approved as 
an IS after first being positioned as a PAS drawn up 
by a regional standardization organization and then 
proposed and approved as an IEC-PAS in IEC TC86 
WG4. This is an example where the JIS was devel-
oped as an IS in parallel with being positioned as an 
IEC-PAS. However, since the scope of IEC TC86 
WG4 is limited to calibration methods and proce-
dures for optical measurement equipment, some parts 
of the description related to test methods were revised 
and removed from the draft IEC-PAS. The maintenance 

Fig. 2.   Simplified diagram of IEC publication procedure.

Stages enclosed by dotted circles may be omitted.

Project stage
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team in TC86 WG4 is examining whether there is a 
need to revise this standard because the time for its 
revision is approaching.

5.3   Calibration of tunable laser sources
IEC 62522 “Calibration of tuneable laser sources”, 

which is currently at the committee stage, is also a 
document that was proposed for new IEC interna-
tional standardization from Japan based on JIS C6191 
“Test methods of tunable laser sources”. It was ini-
tially considered that the international standardiza-
tion of this document would be processed after it was 
published as an IEC-PAS like the calibration of opti-
cal spectrum analyzers, but it will be processed via 
the normal IS procedure because the PAS procedure 
has been changed.

However, since a document regarding tunable laser 
source (TLS) test methods has already been prepared 
as a JIS in Japan, and the necessity for TLS calibra-
tion was fully recognized in TC86 WG4, we easily 
obtained cooperation aimed at NP approval. Since 
there was a domestic standard (JIS) in Japan and the 
market demand had increased, it was easy to obtain 
the agreement of members to make a new IS in IEC 
TC86 WG4, and it seems that this became the motiva-
tion behind the promotion of IEC international stan-
dardization.

However, since the JIS, which is a domestic stan-
dard, prescribes a TLS test method, namely not only 
a calibration method but also a performance guaran-
tee as an industrial product, some revisions were 
made that moved some of the test method description 

to the Annex, as in the case of optical spectrum ana-
lyzers.

6.   Concluding remarks

This article introduced standardization activities 
related to calibration methods and procedures for 
optical measurement equipment in IEC TC86 WG4 
and the relationships to domestic standards in Japan. 
The Japanese national standards, JIS, must harmo-
nize with IEC specifications because of the World 
Trade Organization Technical Barriers to Trade 
(WTO/TBT) scheme [4]. The organization deliberat-
ing the standardization of optical measurement 
equipment in Japan is proceeding with the transfer of 
important IEC international standards in a related 
field to JIS. Meanwhile, that organization is also pro-
ceeding with an approach that reflects Japanese 
advanced technologies in international standards by 
proposing a JIS as a new international specification.

Some JISs related to optical measurement equip-
ment have been specified as measurement equipment 
test methods. These JISs include descriptions that go 
beyond the category of calibration method specifica-
tion in IEC international standards. This highlights 
the issue of JIS and IEC international standards hav-
ing different standardization structures.

Members of the Japanese standardization commit-
tee are investigating the differences between JIS and 
IEC standards including the above issues and will try 
to resolve these problems. They have also made a 
timely proposal regarding a standard in the field of 

Table 2.   Standardization trend in IEC TC86 WG4.

Sub-Working
Group

SWG1

SWG2

SWG3

SWG4

SWG5

SWG7

SWG8

SWG9

Project number

IEC 61315

IEC 61746-1

IEC 61746-2

IEC 61744

IEC 61745

EC 62129

IEC 62129-2

IEC 62522

IEC 62129-3

Established

Oct. 2005

Dec. 2009

Jun. 2010

Sep. 2005

Aug. 1998

Jan. 2006

May 2011

CD

PWI

Project leader

Canada

France

Canada
(interim)

Canada
(interim)

Japan

UK

Japan

Japan

Title

Calibration of fibre optic power meters

Calibration of optical time-domain reflectometers (OTDR) 
- Part 1: OTDR for single mode fibres

Calibration of optical time-domain reflectometers (OTDR) 
- Part 2: OTDR for multimode fibres

Calibration of fibre optic chromatic dispersion test sets

End-face image analysis procedure for the calibration of optical fibre
geometry test sets

Calibration of optical spectrum analyzers

Calibration of  wavelength/optical frequency measurement instruments 
- Part 2: Michelson interferometer single wavelength meters

Calibration of tuneable laser  sources

Calibration of  optical frequency meters using optical frequency comb
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optical measurement equipment calibration, for 
which technical studies are proceeding, and they con-
tinue to take an approach aimed at producing interna-
tional standards derived from domestic standards.
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1.   Introduction

A wireless local area network (WLAN) provides a 
variety of convenient features, not the least of which 
is easy deployment without the need for wiring or 
cabling in customer premises or office buildings and 
so on. WLANs are also making progress in terms of 
higher transmission speeds, improved interconnectiv-
ity, and lower fees. WLAN usage has gone beyond 
personal computers to include game consoles, per-
sonal digital assistants (PDAs), mobile phones, music 
players, and other devices.

However, it tends to be difficult to isolate the causes 
of problems like failed connections, dropped connec-
tions, and drops in throughput because WLAN sig-
nals are invisible to the human eye. Moreover, spec-
trum analyzers for measuring signals and early 
WLAN analysis tools require advanced, specialized 
skills to operate, and these tools are so expensive that 
they are not widely used in the field.

Therefore, the Technical Assistance and Support 
Center has developed a WLAN troubleshooting tool 
(Fig. 1) designed from the perspective of mainte-
nance personnel working in the field. By adding a 
WLAN monitoring function to its previous WLAN 
troubleshooting tool [1], [2], NTT EAST expects to 
make WLAN troubleshooting faster and even more 
efficient. The new tool visualizes WLAN problems, 

making them easier to understand and solve. It is now 
being introduced into the maintenance department. 

This article presents examples of the use of this tool 
to troubleshoot and solve WLAN problems that com-
monly occur in the field. 

Visualization of Problems with  
Wireless Local Area Networks
Abstract

This article introduces a tool for visualizing problems related to wireless local area network (WLAN).  
NTT EAST has developed the wireless trouble shooting tools in order to solve Electromagnetic compat-
ibility (EMC) problems in the field. It is the eighth in a bimonthly series on the theme of practical field 
information about telecommunication technologies. This month’s contribution is from the EMC Engi-
neering Group, Technical Assistance and Support Center, Maintenance and Service Operations Depart-
ment, Network Business Headquarters.

Practical Field Information about
Telecommunication Technologies

†	 NTT EAST
	 Ota-ku, 144-0053 Japan

Fig. 1.   Wireless LAN troubleshooting tool.
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2.   Main functions of  
WLAN troubleshooting tool

The WLAN troubleshooting tool conforms to the 
IEEE802.11a/b/g WLAN standards and incorporates 
the following five functions.
(1)	 Access point detection function
(2)	 Signal strength measurement function
(3)	 Throughput measurement function
(4)	 Signal strength distribution display function
(5)	� Electromagnetic environment monitoring func-

tion
These five functions enable even personnel without 

specialized skills in WLAN and radio signals to mea-
sure and analyze WLAN conditions and the periph-
eral environment.

In more detail, the access point (AP) detection 
function can be used to display nearby APs by chan-
nel and service set identifier (SSID) and to check 
channel usage conditions so that a channel that is not 
easily affected by other APs can be selected.

The signal strength and throughput measurement 
functions enable receive signal strength and through-
put to be measured at any point in real time. This 
enables the troubleshooting of problems such as low 
throughput due to a drop in signal strength.

The signal strength distribution display function 
displays measured signal strength and throughput on 
a two-dimensional floor map so that areas with insuf-
ficient signal strength or those with poor throughput 
due, for example, to interference can be identified. 

Finally, the electromagnetic environment monitor-
ing function can be used to detect interference from 
industrial, scientific, and medical (ISM) devices 
using the same 2.4-GHz frequency band as specified 
by the IEEE802.11b/g standards.

3.   Examples of WLAN troubleshooting

Some examples of using the WLAN troubleshoot-
ing tool to identify and solve actual WLAN problems 
are given below.

3.1   Erroneous SSID for WLAN AP
The SSID is an AP setting and an identifier that 

separates groups of WLAN connections. The AP and 
WLAN terminal must agree on this symbol in order 
to establish a connection. Since the SSID is case sen-
sitive, the AP detection function can be used as shown 
in Fig. 2 to quickly discover a SSID setting mistake 
by checking the actual SSID assigned to the AP in 
question.

3.2   WLAN channel interference
The channels specified by the IEEE802.11b/g stan-

dards have an overlapping configuration, as shown in 
Fig. 3. To avoid interference between WLAN signals, 
they need to be separated by five or more channels as 
in a ch1/ch6/ch11 arrangement (ch: channel). The AP 
detection function can be used to display all mea-
sured APs by channel to enable maintenance person-
nel to examine the overall state of channel use. 

The effects of channel interference on throughput 
are shown in Fig. 4. If two APs—one set to ch1 and 
the other to ch3—begin to transmit at the same time, 
the effects of channel interference will cause through-
put to fluctuate greatly in the range of 2–15 Mbit/s. 
However, if these two APs are set to ch1 and ch6, they 
will be separated by at least five channels, which pre-
vents mutual interference. As a result, throughput 
becomes stable at about 15 Mbit/s even if ch1 and ch6 
are transmitting simultaneously. 

3.3   Interference from ISM devices
WLANs specified by the IEEE802.11b/g standards 

make use of the ISM 2.4-GHz band, which is also 
used by microwave ovens, wireless appliances, and 
medical equipment. Interfering signals from ISM 
devices can degrade throughput and impair commu-
nications. First, we examine the effects of wireless 
speakers using the 2.4-GHz band. 

A wireless-speaker system consists of transmission 
equipment connected to a television set or piece of 
audio equipment and the wireless speakers them-
selves. The transmission equipment transmits audio 
signals by using the 2.4-GHz band so that the audio 
can be reproduced at the wireless speakers. 

Check SSID.

Fig. 2.   SSID checking.
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A key characteristic of a wireless-speaker system is 
that it continues to transmit signals on its transmis-
sion channel even if there is a WLAN in the vicinity. 
By contrast, the WLAN begins to transmit signals 
after performing carrier sensing and checking chan-
nel-usage conditions. As a consequence, a wireless-
speaker system using a certain transmission channel 
can prevent a WLAN from beginning to transmit, 
cause throughput to drop noticeably, or prevent a 
connection from being established between the AP 
and terminal.

An example of measuring interference from 
wireless speakers by using a spectrum analyzer and 
the electromagnetic environment monitoring func-
tion is shown in Fig. 5. The spectrum analyzer dis-
plays signal level (vertical axis) versus frequency 
(horizontal axis). These measurement results show 
that the interference from the wireless speakers had a 
frequency component in the 2400–2430 MHz range, 
which corresponds to the ch1–ch5 range for WLANs. 
The electromagnetic environment monitoring func-
tion likewise showed a high noise level in the ch1–ch5 

Results for throughput measurement Results for throughput measurement

With channel interference (ch1–ch3) Without any channel interference (ch1–ch6)

Throughput fluctuates greatly. Throughput is stable.

Fig. 4.   Throughput measurements (effects of channel interference).

Up to three frequency channels 
can be used simultaneously in an 

IEEE802.11b/g WLAN.

2400 2410

Ch1 Ch3Ch2 Ch4 Ch5 Ch6 Ch7 Ch8 Ch9 Ch10 Ch11 Ch12 Ch13 Ch14

Ch1
2412 GHz

Ch6
2437 GHz

Ch11
2462 GHz

2480 GHz247024602450244024302420

2400 2410 2480 GHz247024602450244024302420

802.11b/g is
available only for

ch14

Fig. 3.   Channel arrangement in IEEE802.11b/g.
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range.
Throughput affected by interference from wireless 

speakers is shown in Fig. 6. The throughput dropped 
from about 15 Mbit/s to 0 Mbit/s as soon as the power 
to the wireless speakers was turned on and returned to 
about 15 Mbit/s when the power was turned off.

As shown in Fig. 7, one measure for preventing 

wireless speaker signals from interfering with a 
WLAN is to change the channel used by either the AP 
or the wireless-speaker system. 

3.4   Drop in receive signal strength
The field strength (measured electromagnetic 

power) distribution display function can be used to 

Spectrum analyzer Electromagnetic environment monitoring function

Interference from wireless
speakers

Noise level

Signal level of WLAN AP

Interference from wireless
speakers

Fig. 5.   Measurement of interference from wireless speakers.

Wireless speakers active
(power is on). Wireless speakers inactive

(power is off).

Fig. 6.   Throughput measurement (during interference from wireless speakers).
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identify areas of low signal strength for a certain AP 
so that relocation of the AP or the addition of another 
AP can be considered. An example of measured 
signal strength in an actual residence is shown in 
Fig. 8. This measurement reveals that AP signals did 
not sufficiently reach the blue area relatively far from 
the AP. A countermeasure such as relocation of the 
AP or the addition of another AP can therefore be 
considered.

4. Conclusion

This month’s report presented examples of trouble-
shooting for actual WLAN problems using a tool 
developed by the Technical Assistance and Support 
Center. It would give us great pleasure if this tool 
finds widespread use in the field.

WLAN AP

Area of low signal strength

Balcony

Fig. 8.   Signal strength distribution.

Noise level

Signal level of WLAN AP

Interference from wireless
speakers

Interference from
wireless speakers

Signal level of WLAN AP

Spectrum analyzer Electromagnetic environment monitoring function

Fig. 7.   Countermeasure to interference from wireless speakers.
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Design and Implementation of New uTupleSpace Enabling 
Storage and Retrieval of Large Amount of Schema-less 
Sensor Data

T. Nakamura, K. Kashiwagi, Y. Arakawa, and M. Nakamura
Proc. of the IEEE/IPSJ 11th International Symposium on Applica-

tions and the Internet (SAINT 2011), pp. 414–420, Munich, Germa-
ny, 2011.

This paper proposes the design and implementation of a new uTu-
pleSpace to meet increases in the variety and quantity of sensor data. 
We introduce two extensions to our storage and delivery system for 
sensor data in order to share a lot of sensor data and enable many 
applications to utilize them. One stores schema-less sensor data and 
searches among them. This enables the introduction of various types 
of applications for a sensor network one after another and the sharing 
of data stored through such applications. The other creates chunks of 
sensor data. This method fundamentally improves processing over-
heads caused by the existence of a huge amount of small sensor data. 
We implemented the uTupleSpace with the proposed enhancements 
and experimentally investigated the performance improvement 
achieved by creating chunks of data.

  

Large Array of Sub-10-nm Single-Grain Au Nanodots for 
use in Nanotechnology

N. Clément, G. Patriarche, K. Smaali, F. Vaurette, K. Nishiguchi, 
D. Troadec, A. Fujiwara, and D. Vuillaume

Small, Wiley-VCH, Vol. 7, No. 18, pp. 2607–2613, 2011.
A uniform array of single-grain Au nanodots, as small as 5–8 nm, 

can be formed on silicon using e-beam lithography. The as-fabricated 
nanodots are amorphous, and thermal annealing converts them to 
pure Au single crystals covered with a thin SiO2 layer. These findings 
are based on physical measurements, such as atomic force micros-
copy (AFM), atomic-resolution scanning transmission electron 
microscopy, and chemical techniques using energy dispersive X-ray 
spectroscopy. A self-assembled organic monolayer is grafted onto the 

nanodots and characterized chemically with nanometric lateral reso-
lution. The extended uniform array of nanodots is used as a new test-
bed for molecular electronic devices.

  

Population Relaxation Induced by the Boson Peak Mode 
Observed in Optical Hyperfine Spectroscopy of 167Er3+ 
Ions Doped in a Silicate Glass Fiber

D. Hashimoto and K. Shimizu 
J. Opt. Soc. Am. B, Vol. 28, No. 9, pp. 2227–2235, 2011.
We demonstrate transient saturation spectroscopy for 167Er3+ ions 

doped in a silicate glass fiber cooled at 2.5–30 K to measure the 
population relaxation time t1 of the hyperfine sublevels. The observed 
t1 value is 3.1 ms at 4 K and we observe anomalous temperature 
dependence whereby t1 becomes rather longer with heating from 4 to 
30 K. We can regard the population relaxation as being a result of the 
Raman scattering of the Boson peak mode (BPM) peculiar to a sili-
cate glass by the 4f-electrons of the 167Er3+ ions. We can attribute the 
anomalous temperature dependence to the suppression of the Raman 
scattering by thermal hopping of the localized BPM.

  

Usability Evaluation of Pointing Using Self-image from 
Arbitrary Viewpoint

E. Hosoya, I. Harada, A. Onozawa, and H. Murase
Human Interface, The Transactions of Human Interface Society, 

Vol. 13, No. 3, pp. 221–233, 2011 (in Japanese).
The pointing operation in video communication with a “shared 

space” approach is evaluated. The shared space is a constructed 
image in which a remote image is overlaid with the self-image. It is 
known that such a manner of communication can promote natural 
conversation including easy gaze recognition and a feeling of space 
sharing. However, the performance of the pointing operation in the 
shared space has not been examined fully. Experiments have been 
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done to evaluate it with various parameters such as viewing angle and 
mirroring of the shared space image. As a result of these experiments, 
guidelines for shared space design using pointing have been created.

  

CENSREC-4: An Evaluation Framework for Distant-talking 
Speech Recognition under Reverberant Environments

T. Fukumori, T. Nishiura, M. Nakayama, Y. Denda, N. Kitaoka, T. 
Yamada, K. Yamamoto, S. Tsuge, M. Fujimoto, T. Takiguchi, C. 
Miyajima, S. Tamura, T. Ogawa, S. Matsuda, S. Kuroiwa, K. Takeda, 
and S. Nakamura

Acoust. Sci. & Tech., Vol. 32, No. 5, p. 201–210, 2011.
We have been distributing a new collection of databases and evalu-

ation tools called CENSREC-4, which is a framework for evaluating 
distant-talking speech in reverberant environments. The data con-
tained in CENSREC-4 are connected-digit utterances as in CEN-
SREC-1. Two subsets are included in the data: “basic data sets” and 
“extra data sets.” The basic data sets are used for evaluating the room-
impulse-response-convolved speech data to simulate various rever-
berations. The extra data sets consist of simulated data and corre-
sponding real recorded data. Evaluation tools are currently provided 
only for the basic data sets and ones for the extra data sets will be 
delivered in the future. The task of CENSREC-4 with a basic data set 
appears simple; however, the results of experiments prove that CEN-
SREC-4 provides a challenging reverberation speech-recognition 
task, in the sense that a traditional technique to improve recognition 
and a widely used criterion to represent the difficulty of recognition 
deliver poor performance. Within this context, this common frame-
work can be an important step toward the future evolution of rever-

berant speech-recognition methodologies.

  

Present and Future of Terahertz Communications
H. J. Song and T. Nagatsuma
IEEE Trans. on Terahertz Science and Technology, Vol. 1, No. 1, 

pp. 256–263, 2011.
Recent changes in how people consume multimedia services are 

causing an explosive increase in mobile traffic. With more and more 
people using wireless networks, the demand for ultra-fast wireless 
communications systems is increasing. To date, this demand has been 
accommodated with advanced modulation schemes and signal-pro-
cessing technologies at microwave frequencies. However, without 
increasing the carrier frequencies to create more spectral resources, it 
may be difficult to keep up with the needs of users. Although there 
are several alternative bands, recent advances in terahertz-wave 
(THz-wave) technologies have attracted attention owing to the huge 
bandwidth of THz waves and their potential for use in wireless com-
munications. The frequency band of 275–3000 GHz , which has not 
been allocated for specific uses yet, is especially of interest for future 
wireless systems with data rates of 10 Gbit/s or higher. Although THz 
communications is still in a very early stage of development, there 
have been lots of reports that show its potential. In this review, we 
examine the current progress of THz-wave technologies related to 
communications applications and discuss some issues that need to be 
considered for the future of THz communications.

  


