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1.   Introduction

To support the recent growing demand for stream-
ing services on Internet protocol (IP) networks, vari-
ous standards developing organizations are conduct-
ing standardization activities for content delivery 
network (CDN) technologies. The Internet Engineer-
ing Task Force (IETF), which is a large open interna-
tional community of network designers, operators, 
vendors, and researchers concerned with the evolu-
tion of the Internet architecture and the smooth 
operation of the Internet, formed a Working Group 
(WG) on CDN interconnection called CDNi-WG [1]. 
This WG was officially established in 2011 at the 81st 
meeting of the IETF in Quebec City, Canada. Its pur-
pose is to define protocol for CDN interconnection. 
The IETF is divided into eight functional areas: 
CDNi-WG is in the Transport Area, which covers 
protocol standards related to the transmission of 
streams of data over the Internet. The activities of 
CDNi-WG are overviewed below.

2.   Demand for CDN interconnection

In the broad sense, a CDN represents a particularly 
optimized network coverage layer for delivering con-
tent. CDNs were originally designed to improve net-
work and web server performance (or cost) as well to 

eliminate network delays by placing web servers at 
distributed locations and redirecting a user’s request 
to these distribution points according to the user’s 
location. This enables a CDN to deliver content to a 
large number of users effectively. 

Along with the recent widespread of digital content 
such as streaming video delivered over IP networks, 
CDN service providers are extending the scope of 
their business. In addition, Internet service providers, 
telecommunications carriers, and even enterprises are 
building their own CDNs. If these individual CDNs 
were interconnected, the scope of their services could 
be expanded without the CDNs themselves being 
extended.

An example of CDN interconnection between two 
CDN providers (CDN A and CDN B) located in two 
different countries is illustrated in Fig. 1. CDN inter-
connection enables CDN A to deliver content held 
within country A to end users in country B by form-
ing a business alliance with CDN B. 

Recently, telecommunications carriers providing 
various services in a particular geographic area have 
established their own CDNs in order to provide digi-
tal services such as IPTV (Internet protocol televi-
sion). However, CDN interconnection of multiple 
carriers lets carriers expand their service areas with-
out further investment in their own networks.

Meanwhile, content service providers obviously 
face huge demand for providing more people with 
their own contents. One of the advantages of CDN 
interconnection for content service providers is that it 
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enables them to increase their number of users with-
out forming business alliances with multiple CDN 
providers. 

Another use case illustrating mobility support 
known as “TV Everywhere” is shown in Fig. 2. As is 
often the case with end users in a fixed network, sub-
scribed users can access the same content seen at 
home when outside the home on their smartphones or 
tablets. In this case, CDN interconnection between 
the fixed-line CDN and the mobile CDN enables 
them to view the content as if they were at home. 
CDNi-WG is currently working on various use cases, 

including temporary load distribution.
As described above, CDN interconnection provides 

benefits to CDN service providers as well as advan-
tages to end users. However, since legacy CDNs were 
implemented using proprietary technology, there has 
not been any support for an open interface for con-
necting with other CDNs. Even though several CDNs 
could be interconnected, it was still difficult to 
achieve interconnection in the way that met opera-
tional requirements such as being able to exchange 
billing information. CDNi-WG is aggressively pursu-
ing solutions to these problems.
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Fig. 1.   CDN interconnection: Use case 1.
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Fig. 2.   CDN interconnection: Use case 2.
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3.   Scope of CDNi-WG

The scope of current discussions in CDNi-WG is 
shown in Fig. 3 [2]. It models two CDN providers, 
interconnected between a content service provider 
and a user agent, providing CDN service. CDNi-WG 
is focusing mainly on the interfaces between CDNs, 
in particular, the interfaces between four fundamental 
functionalities:
(1)	� Control Interface: This interface allows the 

basic CDN control systems in interconnected 
CDNs to communicate. 

(2)	� Logging Interface: This interface allows the log-
ging systems in interconnected CDNs to com-
municate to exchange relevant activity logs in 
order to meet operational requirements such as 
billing.

(3)	� Request Routing Interface: This interface allows 
the request routing systems in interconnected 
CDNs to communicate to ensure that an end 
user’s request can be redirected from an up-
stream CDN to a surrogate in the downstream 
CDN.

(4)	� Metadata Distribution Interface: This interface 

allows the distribution system in interconnected 
CDNs to communicate to exchange information 
about content management.

Other interfaces including ones for content acquisi-
tion between interconnected CDNs are out of the 
scope of CDNi-WG. The reason of such a decision is 
that those interfaces in today’s CDNs typically use 
standardized protocols: consequently CDNi-WG will 
focus on the control plane between interconnected 
CDNs.

4.   Milestones of CDNi-WG

At the moment, CDN service providers, consisting 
of telecommunications carriers and cable operators, 
as well as CDN-related vendors are involved in dis-
cussions mainly via email lists. There is one upcom-
ing milestone for CDNi-WG. By June 2012, this WG 
will finalize four informational documents: the prob-
lem statement, use cases, requirements, and frame-
work. The WG will continue to work to define the 
specifications of three of the interfaces (Control, Log-
ging, and Request Routing) by December 2012 and of 
the fourth (Metadata Distribution) by June 2013.
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Fig. 3.   Scope of CDNi.
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5.   Conclusion

This article gave an overview of the activities of 
CDNi-WG, which has recently been established in 
the IETF. Standardization activities related to CDN 
interconnection will continue to be addressed in IETF 
with liaison among various standards developing 
organizations such as ETSI (European Telecommuni-
cation Standards Institute) in Europe and ATIS (Alli-

ance for Telecommunications Industry Solutions) in 
North America.
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