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1.   Introduction

There have been great changes in the environment 
of carrier networks over recent years, and network 
control nodes have also diversified. Because the 
degree of diversification varies with the required lev-
els of performance, cost, quality, etc., control nodes 
are developed on their respective platforms. One 
result, however, is that maintenance procedures vary 
from system to system and there are restrictions on 
the range within which development expertise can be 
acquired. That creates circumstances that hinder 
plans for overall optimization. To break out of these 
constraints, we are investigating a shared platform for 
NTT network control nodes.

2.   Shared platform and its architecture

In systems for which high reliability is required, 
one approach is to use a single server that has a high 
failure tolerance and to have a backup server to 
enable service provision to continue if a failure does 
occur (active-standby (ACT-SBY) architecture). In 
the case of session control servers for the Next Gen-
eration Network (NGN), it is expensive to use hard-
ware that conforms to the Advanced-TCA (Telecom 
Computing Architecture) standard to ensure reliabil-
ity and expensive to use the ACT-SBY architecture to 
ensure reliability. On the other hand, there are also 
systems for which cost reduction is desired, even if 
some degree of reliability must be sacrificed. There-

fore, we chose to use the N-ACT (n active servers) 
architecture (Fig. 1), which provides functions for 
flexibly changing the degree of redundancy in backup 
systems. The N-ACT architecture features a high 
facility utilization rate because servers provide back-
up for other servers at the same time as performing 
their own processing. By contrast, the ACT-SBY 
architecture has dedicated backup servers, which are 
idle when on standby.

Furthermore, because the system scale (processing 
capability) is determined by the functions and ser-
vices, there is great variation in size from small to 
large. Accordingly, a future network platform must be 
applicable to both large systems and small systems. 
With the consideration that “large is the sum of many 
smalls”, there is also the approach of unifying on 
large systems, but if a large-scale platform is applied 
to small systems, the cost and energy consumption 
required for adjustment become problematic. Accord-
ingly, our platform offers a way to provide perfor-
mance, reliability, and scale according to demand by 
grouping small, low-cost servers. If this platform is 
shared by multiple systems, resources can be allo-
cated among the systems. Specifically, as shown in 
Fig. 2, servers that do not have any application soft-
ware installed are managed as a resource pool. The 
loads of the systems are monitored and high-load 
systems are given a capacity boost by installing appli-
cation software on servers in the resource pool. For 
low-load systems, some servers are returned to the 
resource pool. This server adjustment is done auto-
matically, without any interruption of services.
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3.   Reduction of maintenance cost

As mentioned above, the need to reduce costs is 
increasing, and for future networks, there is a demand 
to reduce maintenance to the maximum extent possi-
ble. Our objective is to reduce maintenance costs by 
unifying the maintenance system applicable to a plat-
form shared by multiple systems.

There is concern that many of the systems currently 

in operation may be incapable of providing services 
in a normal way if the load exceeds their processing 
capability, so the trend is toward autonomous invoca-
tion of system regulation. The system is given some 
degree of surplus capability at the capacity design 
stage so that services can be provided in the unregu-
lated range. However, if the possibility of the load 
surpassing that assumed during the design arises, a 
switching of accommodation, which is referred to as 
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location division, is done. Location division involves 
momentary halting of services during the night when 
there are fewer users so that various types of data can 
be moved. High-risk tasks such as location division 
involve the temporary stoppage of service, and the 
effects of this task failing are great. Therefore, the 
work is done only after verification by multiple prior 
tests conducted in a testing environment to minimize 
the risk of failure from bugs or operational errors. 
However, such a cautious procedure increases costs, 
so to address that problem we have implemented a 
mechanism for flexibly changing capacity to provide 
automatic server recovery. That mechanism can 
dynamically increase or decrease server capacity by 
adding servers automatically when the processing 
load becomes large or by removing servers when the 
processing load becomes small.

4.   Tolerance of severe disasters and congestion

Last year’s major earthquake in eastern Japan 
caused serious damage to NTT buildings. If a similar 
disaster were to damage entire buildings, it would 
become impossible to provide services because most 
of the current systems have the online and backup 
servers located in the same building. Although there 
are some systems with remote backup servers to avert 
that problem, the switchover is done manually, so 
restoration after a severe disaster takes from a few 
hours to several days.

Our objectives are to minimize the effects of 
regional damage such as that as caused by the 2011 
Great East Japan Earthquake by distributing servers 
over a wide area and to enable rapid restoration of 
services in undamaged areas. Moreover, because the 
effects of that earthquake extended over a wide range, 
phone calls made by people to check on the safety of 
their family and friends were concentrated: as a 
result, servers entered a regulated state that extended 
over a long period of time. For that problem, too, we 
would like to use the dynamic server addition mecha-
nism described above to prevent prolonged service 
regulation due to load concentration.

5.   Modeling approach

Next, we describe the technologies used. A distrib-
uted system is a group of multiple servers regarded as 
a single virtual server. This group of servers is 
referred to as a cluster. The individual servers in a 
cluster cooperate to perform processing, but the vol-
ume of signals that must be exchanged among the 

servers generally increases with the number of serv-
ers. That prevents the abovementioned scalability. We 
chose to use a method [1] in which the signals for 
cooperation between servers are regularly distributed 
in advance, and signals received from outside are 
divided up among the servers that hold the data. The 
processing that determines the location of the data 
required at a particular time uses a consistent hash 
algorithm, which is explained below.

6.   Consistent hash algorithm

The function that distributes received signals to the 
servers must satisfy the following conditions.
(1)	� The request signals shall be distributed evenly 

over multiple servers.
(2)	� Multiple related request signals shall be assigned 

to the same server.
To satisfy these two conditions, we use a hash func-

tion, which is a computational method for generating 
a pseudorandom number of fixed length from given 
variable-length data (key information). By using a 
hash function to compute the parameters that relate 
the requests contained in the received signals in order 
to determine the processing server, we can satisfy the 
two conditions.

However, the platform that we aim for requires 
dynamic adjustment of the number of servers to 
which the request signals are distributed. When a 
simple hash function is used, changing the number of 
destination servers also changes all of the request 
distribution conditions. Because the number of serv-
ers is expected to change frequently, the cost of data 
reorganization processing when conditions are 
changed cannot be neglected. One technique for 
minimizing that cost is to use a consistent hash algo-
rithm (Fig. 3).

Using a consistent hash algorithm [2] enables the 
effects of an increase or decrease in the number of 
destination servers to be limited to the adjacent serv-
ers. This method is also effective for determining the 
backup servers in an N-ACT architecture such as 
shown in Fig. 3. With this method, the mechanism for 
implementing the processing for signal distribution to 
the backup system servers when a failure occurs can 
be simpler than that in the conventional ACT-SBY 
configuration, which does it by changing the IP 
(Internet protocol) addresses.

7.   Separation of logic and data

Having explained a method for maintaining 
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organization and reliability of the dynamic data gen-
erated by the request processing, we now explain the 
handling of static data stored on the servers in 
advance, such as service conditions and user contract 
information.

Our platform is not of the distributed capacity type: 
the requests sent by a particular user do not necessar-
ily all arrive at the same server. Therefore, it is 
assumed that static data can be stored on all servers. 
If the amount of data is small, it is not a problem for 
the same data to be stored on all of the servers; how-
ever, for a large amount of data, the data distribution 
is an important issue. Therefore, we have proposed a 
split configuration that involves a cluster for perform-
ing services (logic cluster) and a cluster for the man-
agement of static data (data cluster) (Fig. 4). The 
logic cluster retrieves the data required for processing 
from the data cluster each time it is needed, which 

allows the use of a distributed load architecture. How-
ever, with this method, there is concern about the 
delay until data is retrieved. To address that concern, 
the data cluster uses the hypertext transfer protocol 
(HTTP), which has a relatively light processing over-
head, and a key-value data store, which permits high-
speed retrieval. Although their roles differ, any of the 
clusters described so far can be configured on the 
basis of the new network control node configuration 
technology. Concerning the processing delay in data 
clusters, we are currently constructing prototypes for 
the purpose of investigating the issue.

8.   Concluding remarks

Many technical problems remain regarding com-
mercial introduction of the new network control node 
configuration technology. Work to characterize the 
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delay in static data retrieval is in progress, but revi-
sion according to circumstances and additional study 
are required. It is also necessary to investigate meth-
ods for implementing file updating, failure detection, 
analytical methods, and other functions available in 
current systems. Furthermore, advanced control tech-
nology based on automatic control theory for dynam-
ic control of servers has also become necessary.

We will continue to investigate the feasibility of 
various application-dependent requirements, includ-
ing the extent to which implementation is possible, 

and continue with technical studies of application to 
commercial networks.
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