
� NTT Technical Review

1.   Introduction

NTT Software Innovation Center is researching and 
developing an R&D (research and development) 
cloud in order to establish technologies for develop-
ing cloud computing services. Because this R&D 
cloud consists of a large number of diverse devices, 
one important issue for its operation is how to handle 
frequent device failures. This issue can be divided 
into two main problems.

The first problem is how to ascertain the failure 
frequency of each type of device. Failed devices are 
usually replaced during maintenance. To ensure that 
enough replacement devices are kept on hand, it is 
necessary to forecast the number of device failures in 
a given time period by considering the failure fre-
quency of each type of device. To solve this problem, 
a failure rate model that uses a statistical lifetime 
distribution*1 independent of the target device is 
effective.

The second problem is how to ascertain the lifetime 
of a specific device. Devices expected to fail are usu-
ally identified and replaced as a preventative measure 
during regular maintenance. Determining the likeli-
hood of failure requires forecasting the lifetime of 
each device. While it is possible to apply the failure 
rate model with a statistical lifetime distribution as 

described above for this problem, its forecasting 
accuracy is low, a few percent at best, so it cannot be 
used without modification. To solve this problem, a 
failure rate model with improved forecasting accura-
cy achieved through active use of knowledge (failure 
physics*2) about the particular device is effective.

In this article, we report examining hard disk drives 
(HDDs), which fail relatively frequently, and devel-
oping an HDD failure rate model for a cloud comput-
ing environment used to implement an R&D cloud. 
We analyzed the past failure statistics of an HDD 
cluster that had a particularly high rate of HDD fail-
ures in the R&D cloud and devised two methods of 
estimating HDD failure rates (Sections 2 and 3, 
respectively). Section 2 describes the application of a 
failure rate model using statistical lifetime distribu-
tions for HDD failures. As a specific application of 
this model, we present a method for estimating the 
number of HDDs required over a specific time period 
in order to have a sufficient number of replacement 
HDDs on hand. Section 3 describes the application of 
a failure rate model using failure physics for HDD 
failures. As a specific application of this model, we 
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*1	 Lifetime distribution: A distribution that follows the time until an 
item fails.

*2	 Failure physics: Research into failures from the perspective of the 
physical and chemical processes that lead to failure or damage.
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present a method for discovering HDDs likely to fail 
and replacing them preventatively during regular 
maintenance. Finally, Section 4 concludes with a 
summary.

2.   Method for ascertaining 
HDD failure frequencies

Replacement HDDs were stockpiled prior to the 
startup of the R&D cloud’s high-failure-rate cluster 
(Cluster A). The number intended to be sufficient for 
a year was calculated assuming, on the basis of exist-
ing research [1], [2], the annual failure rate*3 to be 
3%. After Cluster A went into operation, however, 
HDD failures began occurring at an annual failure 
rate of over 10% and the stock of replacement HDDs 
was exhausted in three months. From this experience, 

we established a method of estimating the necessary 
number of replacement HDDs by applying a failure 
model based on a statistical lifetime distribution for 
HDD failures.

Before constructing a failure rate model based on a 
lifetime distribution, it is necessary to investigate 
which distribution model the lifetime distribution 
adheres to. In the following sections, we find the life-
time distribution from past failure statistics of HDDs 
in Cluster A and attempt to fit three lifetime distribu-
tion models. Finally, we evaluate the three lifetime 
distributions to determine which has the best fit to the 
lifetime distribution.

2.1   Determining past failure statistics
A log was kept noting the time and date of each 

HDD replacement. The failure statistics are summa-
rized in Table 1. The HDD lifetime distribution in 
Fig. 1 was derived from the failure statistics given in 
Table 1. The horizontal axis in Fig. 1 represents the 
number of days elapsed from the reference date and 
the vertical axis represents the reliability of the HDDs 
in use on the reference date. The sudden drop in reli-
ability at around the 120-day mark is explained by the 
discovery and replacement of failed or malfunctioning 

Target

Period

No. of servers

No. of HDDs

HDD specifications

Cluster A

January 1 to October 4, 2010

285

1140 (112 failed)

SATA 1 TB (consumer-grade devices)

SATA: serial AT attachment (AT derives from IBM PC/AT personal
computers)

Table 1.   Summary of failure statistics.

*3	 Annual failure rate: The percentage of devices that will fail over 
a period of one year out of the total number of devices.

Failed/malfunctioning HDDs
discovered and replaced during

maintenance operations
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Fig. 1.   HDD reliability calculated from failure statistics.



Regular Articles

� NTT Technical Review

HDDs during maintenance conducted between April 
30 and May 6, 2010. 

2.2   �Fitting past failure statistics to lifetime distri-
bution models

Next, we selected three lifetime distribution mod-
els—exponential distribution, Weibull distribution, 
and log-normal distribution—as candidates for fitting 
the past failure statistics shown in Fig. 1.

The exponential distribution expresses the reliabil-
ity R(t) with Equation 1, where the failure rate λ(t) is 
constant. 

R(t)=exp(−λ0 • t)� (1)

The Weibull distribution expresses the reliability 
R(t) with Equation 2, where the failure rate varies 
according to shape parameter α and scale parameter β.

R(t)=exp  



t
β  




α
−   (α > 0, β > 0)� (2)

The log-normal distribution expresses the reliabili-
ty R(t) and failure rate λ(t) with Equation 3, where the 
log of lifetime t follows a normal distribution.

R(t)=Φ 


µLe -1n t

σLe
 



where  Φ(u)= 1
√2π

        exp 


- u

2

2  

 du⌠

⌡
u

−∞
� (3)

We estimated parameters to fit the failure statistics 
in Fig. 1 to these three distribution models. The 
results are listed in Table 2, and the values predicted 
using the lifetime distribution models are given in 
Fig. 2.

2.3   Evaluating the goodness of fit
It is not possible to tell from Fig. 2 which of the 

three models is the best fit. Therefore, we used the 

Lifetime distribution

Exponential distribution

Weibull distribution

Log-normal distribution

Estimated parameters

λ0 = 0.0003

α = 1.508, β = 1315

µLe = 7.433, σLe = 1.301

AIC

−475.9

−591.7

−567.0

Table 2.   �Estimated parameters and AIC results for 
lifetime distribution models.
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Fig. 2.   HDD reliability calculated with lifetime distribution models.



Regular Articles

Vol. 10 No. 9 Sep. 2012 �

Akaike information criterion (AIC)*4, a measure 
developed by Hirotsugu Akaike, to evaluate each 
model’s goodness of fit. The AIC value for each 
model was found using Equation 4.

AIC = n × 




1n 


2π Se

n  


 +1 




 +2(p+2)� (4)

In this equation, n is the number of samples, Se is the 
residual sum of squares, and p is the number of pre-
dictor variables. For the exponential distribution 
model, p = 1 was used, whereas for the Weibull dis-
tribution and log-normal distribution models, p = 2 
was used. The AIC results for the lifetime distribution 
models are also listed in Table 2. We can see that the 
Weibull distribution is the best fit for the past failure 
statistics and the log-normal distribution is the next 
best fit. This result is also consistent with existing 
research [2]. Therefore, it is reasonable to fit the 
Weibull distribution to the HDD lifetime distribu-

tion.

2.4   �Method for estimating the necessary number 
of replacement HDDs

As a final step, we devised a method for estimating 
the necessary number of replacement HDDs. To do 
this, we first estimated the parameters of the failure 
rate model (Weibull distribution) for each HDD prod-
uct using failure statistics over the most recent 
six-month to one-year period. For example, it is pos-
sible, using the failure rate model (Weibull distribu-
tion) shown in Fig. 3, to estimate the number of fail-
ures over a certain period by multiplying the total 
number of HDDs by the difference in reliabilities 
between the start date (day 100) and the final date 
(day 200). The necessary number of replacement 
HDDs can be easily worked out from the number of 
failures.

3.   Method for ascertaining HDD lifetimes

The R&D cloud requires maintenance each time an 
HDD fails in order to replace or repair the HDD. User 
convenience can be improved if HDDs with little 
remaining life can be discovered and replaced pre-

1

0 50 100 150

Lifetime t (in days)

Start date Final date

200 250 300

0.99

0.98

0.97

0.96

0.95

0.94R
el

ia
bi

lit
y 

R
(t

)

0.93

0.92

0.91

0.9

Values predicted using the
exponential distribution model
Actual results

Predicted values with the
Weibull distribution model
Predicted values with the
log-normal distribution model

Prediction period

N
o. of failures

Fig. 3.   Estimation of the necessary number of replacement HDDs.

*4	 Akaike information criterion (AIC): An indicator of the relative 
goodness of a statistical model. It judges models using a balance 
between the complexity of the model (number of parameters) and 
the model’s goodness of fit by using real data.
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ventatively during regular maintenance. Since the 
forecasting accuracy of failure rate models based on 
lifetime distributions is too low, as mentioned in Sec-
tion 1, we applied a failure rate model that uses fail-
ure physics to improve the forecasting accuracy for 
HDD failures. 

3.1   Fitting results to a rate process model 
The rate process model is widely used in acceler-

ated tests for electronic components including HDDs. 
It expresses the lifetime t with Equation 5. Therefore, 
we continue the argument in this article on the 
assumption that HDD failure physics conforms to the 
rate process model. 

t = BS −n • exp 



U
kT  



� (5)

In this equation, S is the load (physical stresses and 
voltage), U is the activation energy, k is Boltzmann’s 
constant, T is the absolute temperature, and B and n 
are constants.

The absolute temperature can be considered to be 
constant since the R&D cloud’s computing environ-
ment is climate controlled to ensure uniform tem-
perature and humidity levels. Assuming constant 
temperature means that B • exp(U/kT ) is also constant 
because U, k, and B are constants. Replacing this 
constant in Equation 5 with C gives Equation 6.

t = CS −n � (6)

Taking the log on both sides of Equation 6 gives 
Equation 7.

1n t = −n • 1n S + 1n C� (7)

Equation 7 can be applied as a failure rate model 
(lifetime model) based on HDD failure physics under 
fixed temperature conditions. However, it is neces-
sary to estimate parameters C and n for each HDD 
product in order to forecast the lifetime t by using 
Equation 7’s failure rate model.

Estimating C and n requires measuring the load S 
(physical stresses and voltage) applied to the HDD 
and the resulting lifetime t. Because of the difficulty 
in making these measurements, we made the follow-
ing two assumptions for the purposes of this article.

3.1.1   Assumptions about load S
The load S (physical stresses and voltage) applied 

to an HDD consists of vibrations and impacts (physi-
cal stresses) and excess voltages. For example, apply-
ing vibrations or impacts to an HDD will cause media 
scratches and media failures. If spare sectors are 

assignable, the RAID (redundant array of independent 
disks) card will record the number of media failures, 
but if spare sectors are not available, the HDD will 
fail. Thus, applying load may cause a failure. If 
recovery from the failure is possible, this is recorded 
in the HDD information, but if not, the HDD will 
fail.

Since the load can be approximated from HDD 
information that is measureable via the RAID con-
troller, we assumed a linear relationship exists 
between the load and some HDD information.

3.1.2   Assumptions about lifetime t
While it is possible to measure the lifetime t of an 

HDD to which a load S has been applied once all 
HDDs in a cluster have failed, lifetime estimation is 
meaningless at this point. Instead, we collected 
HDDs where the applied load fell in a certain region 
using statistical techniques and assumed that the 
average lifetime µ found from the reliability R(t) of 
HDDs in the collection is equivalent to the lifetime t 
[3].

The average lifetime µ is expressed with Equation 
8 in the failure rate model (Weibull distribution) 
described in Section 2. Furthermore, α can be 
assumed to be constant within the range of ordinary 
usage, although α does change when larger loads are 
applied.

µ = β • Γ 



1
α  

+1

 � (8)

3.2   �Examining the correlation between HDD 
information and average lifetimes

With the above two assumptions, it is possible to 
estimate parameters C and n from the correlation 
between HDD information and average lifetimes. In 
this section, we provide an example of estimating 
them for Cluster A, as used before in Section 2.

3.2.1   Measuring HDD information
The measurement conditions and parameters used 

to measure HDD information are given in Tables 3 
and 4, respectively. After measuring the HDD infor-
mation, we found the frequency distribution of HDDs 
where HDD information values fell in certain 
segments (i.e., the number of HDDs) and the fre-
quency distribution of failed HDDs in each segment 
(i.e., the number of failures). The segments selected 
were 0 to 1 and 2n–1 to 2n – 1 (where n is an integer 
larger than 1). The segments were selected using the 
knowledge that the equations are logarithmic.

From the number of HDDs and the number of 
failures, we found the reliability R(t) in each segment 
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and found β with Equation 2 and the average lifetime 
µ with Equation 8. Because α was assumed to be 
constant, the value found in Section 2 (α = 1.508) was 
applied.

3.2.2   �Identifying HDD information needed for 
correlation with average lifetime

Using the method described above, we found a cor-
relation between HDD information and the average 

lifetime. Of the HDD information measurement 
parameters in Table 4, some degree of correlation was 
found for the number of aborted commands, the num-
ber of media failures, and the number of connection 
failures. Parameters C and n were estimated using 
this correlation.

The correlation between aborted commands A.C. 
and average lifetime µ is shown in Fig. 4. We per-
formed a linear regression analysis with the expecta-
tion of a negative linear relationship between the 
logarithm of aborted commands and the logarithm of 
average lifetime. Equation 9 was obtained as an 
approximation curve.

1n µ =−0.1410×1n A.C.+7.169� (9)

Note that the Pearson product-moment correlation 
coefficient is R = -0.7555.

The correlation between media failures M.E. and 
average lifetime µ is shown in Fig. 5. We performed 
a linear regression analysis again, and Equation 10 
was obtained as an approximation curve.

1n µ =−0.6649×1n M.E.+6.744� (10)

Note that the Pearson product-moment correlation 
coefficient in this case is R = -0.9616.

The correlation between connection failures L.F. 
and average lifetime is shown in Fig. 6. We performed 
a linear regression analysis again, and Equation 11 
was obtained as an approximation curve.

1n µ =−0.2776×1n L.F.+6.535� (11)

Targeted cluster

Targeted HDDs

Measurement date

Measurement values

Cluster A

HDDs operating on the reference date
(1140 devices in total, 83 failed devices)

Directly recorded values for each
measurement parameter (see Table 4)

September 1, 2010

Table 3.   HDD information measurement conditions.

Parameter

Aborted commands

Media failures

Parity errors

Description

Number of times commands issued by
the RAID controller were aborted

Number of parity errors

Hardware errors Number of hardware errors

S.M.A.R.T. warnings

S.M.A.R.T: self-monitoring, analysis, and reporting technology

Number of S.M.A.R.T. parameter warnings

Number of times spare sectors were
assigned because of HDD media failures

Connection failures Number of times the RAID controller
failed to connect to the HDD

Table 4.   HDD information measurement parameters.
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Fig. 4.   Correlation between aborted commands and the average lifetime.
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3.2.3   Validating the correlations
From Figs. 4, 5, and 6, it is not possible to deter-

mine whether the correlations are statistically 
significant. Therefore, we examined the correlations 
with a significance test using Pearson product-
moment correlation coefficients. The test statistic t0 
in the significance test is expressed by Equation 12.

t0 =  R√n−2
√1−R2

� (12)

Here, n is the sample size (number of data points) and 
R is the sample correlation coefficient. Because t0 fol-
lows the t distribution with n – 2 degrees of freedom, 

the significance level P was found to be P=Pr{| t | >_ 
t0}. The results are listed in Table 5. With the accept-
able level of significance set to 5% (P <_ 0.05), the 
numbers of aborted commands, media failures, and 
connection failures were recognized as having statis-
tically significant correlations with the average life-
time.

3.3   Method for estimating HDD lifetimes
Finally, we describe a method for estimating HDD 

lifetimes. First, we ascertained the past failure statis-
tics of the targeted cluster and examined the correlation 
between HDD information and average lifetime. 
When given a specific HDD, the method measures 
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the HDD’s information, fits the information to known 
correlations, and estimates the average lifetime. The 
remaining life can be calculated by subtracting the 
time in use to date. If an HDD has a short remaining 
life, it is replaced with a new one.

For example, the lifetime of an HDD with four 
media failures (measured value) is estimated using 
Equation 10 to be 338 days, given the correlation 
between media failures and average lifetime shown in 
Fig. 7. If the HDD had been in use for 328 days at the 
time of the measurement, it would be replaced with a 
new HDD since its remaining life would be only 10 
days.

The R&D cloud is managed and operated through a 
system that displays resources such as power con-
sumption. We plan to integrate this method with the 
resource visualization system, as illustrated in Fig. 8, 
in the future to let cloud operators ascertain the 
remaining lives of HDDs at a glance.

4.   Conclusion

In this article we described a method of handling 
HDD failures that occur frequently in the operation of 

an R&D cloud. In Section 1, we indicated two prob-
lems associated with HDD failures: how to ascertain 
the failure frequency of each HDD and how to ascer-
tain the lifetime of a specific HDD.

In Section 2, we described an approach to the first 
problem. We began by examining the past HDD fail-
ure statistics of a high-failure-rate cluster (Cluster A). 
We found the HDD lifetime distribution from the 
failure statistics and fitted them to three lifetime dis-
tribution models. Using the Akaike information crite-
rion, we demonstrated that the Weibull distribution 
(with shape parameter α of 1.508) was the best fit for 
the HDD lifetime distribution. We then applied this 
finding in a method for estimating the necessary 
number of replacement HDDs.

In Section 3, we described an approach to the sec-
ond problem. We began by assuming that HDD fail-
ure physics follows the rate process model and exam-
ined the correlation between information about HDD 
output by RAID controllers and the average lifetime 
in Cluster A, which was also used in Section 2. We 
described how a statistically significant correlation 
was recognized between specific HDD information 
(numbers of aborted commands, media failures, and 

Tested factor

Aborted commands

Media failures

Connection failures

Sample size n

11

4

7

Correlation
coefficient R

−0.7555

−0.9616

−0.7879

Test statistic t0

3.460

4.957

2.861

Significance level P

0.03837

0.007162

0.03538

Table 5.   Values of variables in significance test.
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connection failures) and the average lifetime using a 
significance test with Pearson product-moment cor-
relation coefficients. We then applied this finding in a 
method for estimating the remaining life of HDDs so 
that HDDs with short remaining lives can be replaced 
on a preventative basis during regular maintenance. 
We also described the concept of integrating this 
work with resource visualization systems.

The results of this research will enable us to reduce 
the operations for preparing replacement HDDs and 
those for replacing HDDs when HDD failures occur. 
Consequently, the operation of large-scale cloud 
computing environments, such as an R&D cloud, will 
become even more efficient.
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