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1.   Forty years of optical fiber  
technology research

It has been 40 years since the NTT Research and 
Development Center was opened in 1972 in Tsukuba. 
The research and development of optical fiber tech-
nology also has a history of roughly 40 years. The 
current optical broadband service infrastructure, 
which connects 17 million customers, is the result of 
developing technologies such as single-mode fiber, 
optical cables, optical interconnects, and operation 
and maintenance systems. Initially, optical fiber 
equipment was intended to create an optical fiber 
network that was as easy to handle as wired networks. 
However, to obtain high speed and a wide bandwidth, 
sophisticated skill or knowledge was often needed to 
build, maintain, and operate the equipment, and, 
depending on the amount of information being trans-
mitted, the additional care resulted in time-consum-
ing work. The situation was gradually improved 
through technical innovations, but several issues 
remained. By resolving these issues and achieving 
ease of use comparable to or better than that of metal 
cable, we will be able to provide services of even bet-
ter quality and at lower cost compared with the effi-
ciency benchmark of working with wire.

2.   Rapid fault handling

Optical access equipment extending outward from 
communications buildings is designed to be highly 

reliable and to withstand harsh environments. How-
ever, in extremely rare cases, faults can occur that 
interrupt service. To repair such faults and quickly 
restore service, the location and cause of the fault 
must be narrowed down as much as possible before 
sending maintenance staff to the site. To achieve this, 
we are working on three new approaches that will 
allow us to categorize such faults remotely (Fig. 1). 

2.1   �Accurate measurement of remote fault 
points

The optical time domain reflectometry (OTDR) 
technique currently used in the field to measure the 
distances to fault points is not highly accurate, so it is 
therefore difficult to determine the precise location 
and cause of a fault. The phase-noise-compensated 
optical frequency domain reflectometry (PNC-
OFDR) technique that we are researching overcomes 
these problems. In addition to locating faults, we can 
also detect tiny identification (ID) patterns embedded 
in remote connectors, creating the potential for 
entirely new facility operation scenarios.

2.2   �Measurement to distinguish fault points 
below a splitter

In passive optical networks (PONs), optical split-
ters are placed at locations close to the customers to 
increase the efficiency of equipment sharing. How-
ever, if a fault occurs between a splitter and the cus-
tomer’s residence, the location of the fault cannot be 
determined correctly using conventional OTDR. We 
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have devised a principle that enables us to obtain 
measurements below individual splitters using a 
physical phenomenon called Brillouin scattering*, 
which occurs within the optical fiber, and have dem-
onstrated this principle for the first time. If this 
approach can be implemented practically, it will over-
come one of the major difficulties with PONs.

2.3   �Information linkage between an optical fiber 
and transmission systems

When a fault occurs, we use different instruments 
and systems to diagnose the fault in each transmis-
sion path (optical fiber) and transmission system. We 
have focused on measuring the round-trip times 
between an optical line terminal (OLT) and each opti-
cal network unit (ONU). This approach is often 
employed with PON systems, and we have shown 
that we can convert the measurement data to an opti-
cal fiber length and map ONU MAC (media access 
control) addresses to the location of reflections at the 
end of an optical fiber. By establishing this technol-
ogy, we will be able to use it both to locate faults and 

to detect potential faults, thus providing preventative 
maintenance. 

3.   Building an equipment database, and  
safe and secure work navigation

Communication services are provided through 
various types of equipment. This equipment is com-
plex, and there is a large amount of it, so a lot of work 
is involved in carefully managing and maintaining a 
database for each type of equipment. If we are to 
increase the efficiency of this administration work, 
we must construct an inexpensive mechanism that 
can build and update the database autonomously 
without requiring manual intervention. The mecha-
nism must assign a unique ID to each element of the 
equipment. We are conducting applied research on an 
equipment management system using image process-
ing and augmented reality (AR) technologies as an 
effective means of achieving this. An example of the 
use of AR technology on optical patch panels in a 
communications building is shown in Fig. 2. The 
optical patch panel has connector terminals densely 
arranged with 4 × 7 mm spacing. The positions of 
markers attached to the patch panel beforehand are 

*	 Brillouin scattering: Optical scattering that occurs within a medi-
um due to phonons (sound waves) and that involves changes in 
frequency.

Fig. 1.   Three approaches to categorize remote fault locations.
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captured with a camera. Then an AR image of the 
terminal matrix is drawn on the monitor based on a 
unique ID, and this can be used to direct the work. 
Also, because the state of the work is being moni-
tored, the database can be built and updated autono-
mously. Moreover, failsafe functions can be imple-
mented to prevent errors. Thus, we are progressing 
with research and development (R&D) of a naviga-
tion system that can maintain a database that is 
always up to date and that facilitates safe and secure 
maintenance work.

4.   Flexible branching of an optical fiber

With metal cables, current flows as long as there is 
contact, so branches can be established anywhere. If 
optical fibers could be similarly branched, it would 
expand the range of operations and maintenance sce-
narios in which they could be used. Local light injec-
tion technology involves placing a probe fiber near a 
bent section of optical fiber and injecting light 
through the probe fiber (Fig. 3(a)). Light radiating 
from the optical fiber passes through the insulation, 
so some corresponding losses are unavoidable. How-
ever, the system should be practically usable if a sta-
ble level of coupling efficiency that is suitable for the 
operational application can be ensured by optimizing 
the refractive-index-matched materials, optical lens-
es, and probe position. For example, until now, it was 
necessary to have a person in the communications 
building who would inject optical test signals into 
fibers. However, this line illumination work would 
change significantly if such test signals could be 
injected at arbitrary locations. We are also studying 
applications for tasks such as checking the link status 

of a line, and for short-interruption optical media 
switching, which is described below. 

5.   Switching optical media in the broadband era

Twenty years ago, when telephone services were 
dominant, if work was undertaken only when lines 
were not being used, there was little effect on custom-
ers. Now, however, in the optical broadband era, 
information flows nonstop, 24 hours a day, 365 days 
a year, via Internet, cloud computing, video distribu-
tion, and other services. Therefore, the old approach 
cannot be used without affecting customers. We are 
conducting R&D to find ways of switching optical 
media that are appropriate for the modern era. 

5.1   �Uninterruptible optical access line switching 
system

Approximately four years ago, we conceived prin-
ciples that enable media to be switched without the 
disconnection or suspension of services and were 
able to demonstrate the practical implementation of 
this approach. Our technique involves (1) connecting 
an optical fiber (the detour path) of approximately the 
same length as the current optical fiber (the main 
path) in parallel with it, (2) disconnecting the main 
path and transmitting the optical signal over the 
detour path, (3) performing the switch work while the 
main path is offline, (4) adjusting the length of the 
detour path while it is transmitting the signal so that 
it is approximately the same as that of the main path 
after switching, (5) reconnecting the main path as the 
new line in parallel with the detour path, and (6) dis-
connecting the detour path. All of the steps in this 
procedure can be performed without interrupting the 

Fig. 2.   Navigating on-premises terminal panels using AR technology.
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signal. The system is complex and requires precise 
control of path lengths, measurements, loss compen-
sation, and the cancellation of interference. We are 
therefore undertaking R&D to build a system that is 
compact, smart, and compatible with a variety of 
scenarios in the field. If this system can be realized, 
we will be able to change an optical access line at any 
time. 

5.2   �Momentarily interrupted optical access line 
switching system

We are also conducting R&D on another approach 
to switching media. We can mechanically switch the 
transmission path in an instant by using a local light 
injection technique that involves bending the optical 
fiber close to its breaking limit to maximize the effi-
ciency of the optical link. This approach does not 
require us to cut the optical fiber (Fig. 3(b)), but it 
causes a momentary interruption. We have already 
confirmed the ability to switch within approximately 
60 ms. This can only be applied to certain types of 
optical fiber, but if this simple system is realized, it 
will be applicable to many work scenarios including 
cable switching or replacing an OLT. 

6.   Expanding applications of  
bending-loss-resistant fiber

Our free-bending optical cord has overturned the 
common belief that optical fiber cannot be bent. In 
the past, great care had to be taken not to bend optical 
fiber, but we have expanded the range of application 
scenarios with the implementation of hole-assisted 
fiber (HAF), which produces almost no losses even 
when bent. Recently, these optical fibers have even 
been passed through narrow gaps such as those 
around doors and window sashes. There is a mainte-
nance and operability trade-off with these technolo-
gies, but by applying HAF where it is needed, inter-
ruptions due to bending can be eliminated, and it may 
be possible to simplify the optical cable structure.

7.   Next-generation optical fiber research for  
the ultrahigh-speed, high-capacity era

Internet traffic is increasing exponentially with the 
accelerating spread of services such as social net-
working and video content services. The bandwidth 
of optical fiber communications systems that form 
the backbone for this communication is also being 
increased yearly. However, there are limits to the 
increase in bandwidth and speed that can be achieved 

Fig. 3.   Local optical injection/detection technology.
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with the single-mode optical fiber currently in use, 
and it is estimated that these limits will be reached in 
ten years. Therefore, a new transmission medium that 
overcomes these limitations will need to be created. 
We are focusing on ways to spatially extend the trans-
mission area of optical fiber, which is one way to 
overcome these limitations (Fig. 4). Current optical 
fibers transmit optical signals using a single mode, 
through a single core (transmission path) within a 
strand of quartz glass. However, optical fiber design 
and production technology is advancing because of 
the employment of complex cross sections such as 
hole structures, and digital transmission processing 
technology. Fiber with multiple cores in a single 
strand of quartz glass, and multi-mode fiber capable 
of transmitting stable signals with multiple modes in 
a single core are presenting new possibilities for 
novel fiber structures with higher spatial multiplex-
ing. We have continued to demonstrate the possibili-
ties of multicore fiber with, for example, a successful 
1-Pbit/s transmission over a single 12-core optical 
fiber of 52 km, which is a world record (ECOC 
(European Conference on Optical Communication) 
International Exhibition, Sept. 2012, and NTT News 
Release). 

Fig. 4.   Next-generation fiber for space-division multiplexing.
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1.   Environment surrounding  
infrastructure facilities

In 2012, NTT Access Network Service Systems 
Laboratories marked 40 years since its predecessor, 
the Construction Technology Development Laborato-
ries, was established in Tsukuba (Fig. 1). At the time 
of establishment, a lot of construction was being done 
to install telecommunication infrastructure such as 
cable tunnels, manholes, and conduits throughout 
Japan, so construction technology was the main focus 
of research and development (R&D). The period 
from the mid-1960s to the end of the 1970s was a 
time of rapid construction, and approximately 80% of 
NTT’s conduits and manholes were built during that 
time. Consciousness of environmental issues increased 
in the 1980s, and during this time, the focus shifted to 
developing technology to build conduits without hav-
ing to excavate, and as the amount of construction 
gradually decreased, R&D themes shifted from con-
struction to maintenance. Currently, maintenance 
technologies such as inspection, diagnosis, and repair 
are the major R&D themes.

1.1   Advancing deterioration of facilities
If current trends continue, in 20 years, approxi-

mately 80% of all conduits and manholes will be 

more than 50 years old and entering their old age 
(Fig. 2). Approximately half of existing conduits are 
steel and have advanced rust and corrosion, which is 
becoming an obstacle in installing cable. Moreover, 
weakening of concrete components such as manholes 
and cable tunnels due to cracking, peeling, and corro-
sion of rebar is becoming a concern. It would be ideal 
to handle these age-related issues by systematically 
renewing the facilities, but the cost and time required 
to renew the large amount of infrastructure buried 
underground would be huge, and it is therefore not 
practical. Excavation of roadways also significantly 
disrupts the surrounding environment. Accordingly, a 
major R&D issue is determining how to enable con-
tinuous use of old facilities without renewing them.

1.2   �The need to earthquake-proof existing facili-
ties

Developing technology for earthquake-proofing 
infrastructure facilities has been an ongoing theme at 
the laboratories ever since its inception. Many large 
earthquakes have occurred since then, and the knowl-
edge gained from each experience has been accumu-
lated and used to improve earthquake-proofing tech-
nologies. The 1964 Niigata earthquake, the 1978 
Miyagi earthquake, and the 1995 Kobe earthquake in 
particular provided opportunities to radically revise 

Feature Articles: NTT Tsukuba Forum 2012 Workshop Lectures
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Fig. 1.   Trends in infrastructure R&D.
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earthquake-proofing capabilities because of the 
extent of the damage that occurred.

The Great East Japan Earthquake in 2011 was the 
largest in recorded history in Japan, and it provided 
an opportunity to evaluate the performance of infra-
structure earthquake-proofing technology applied up 
to that point. The evaluation revealed that only 1–3% 
of infrastructure facilities were damaged in most 
cases, a very low figure. This verified that under-
ground facilities are highly earthquake-proof infra-
structures. Furthermore, the facilities that were dam-
aged were built during periods when older standards 
applied and earthquake-proofing capabilities were 
lacking. This also confirmed the effectiveness of cur-
rent standards. In fact, there are still many older 
facilities that were built before the current standards 
were introduced. However, even if the renewal of 
such facilities was restricted to those along major 
routes and in areas where earthquakes were expected 
to occur, the cost of renewing all of them to current 
standards would still be prohibitive and impractical, 
just as it is in the case of aging infrastructure. Conse-
quently, we expect that developing effective methods 
of predicting damage to facilities and applying earth-
quake-proofing measures where they are most needed 
will be an important R&D theme in the future.

2.   Current R&D

In order for customers to use NTT services with 

confidence, the infrastructure supporting these ser-
vices must, itself, be safe, secure, and very resistant 
to earthquakes. Measures against aging and earth-
quakes, as described above, must be steadily advanced 
in order to ensure this, but in view of the intensely 
competitive communications market surrounding 
NTT and the declining number of skilled specialists 
in this technology in the industry, the role of R&D is 
to create technologies that can implement these mea-
sures quickly, effectively, and at minimal cost. 

Currently, the amount of inspection and mainte-
nance work carried out to address the aging of facili-
ties is limited because of the required cost and labor. 
However, this aging continues nonetheless, and the 
number of facilities requiring work increases each 
year. R&D will use two approaches to fill in this wid-
ening gap (Fig. 3). The first one involves the use of 
automation and optimization technologies to increase 
the number of facilities that can be inspected and 
maintained. The other one involves the use of tech-
nology to extend the lifetime of facilities or make 
them maintenance-free, which will reduce the num-
ber of facilities requiring work. Next, we introduce 
some technologies used in these approaches.

2.1   �Concrete pole inspection technology (auto-
mating and streamlining inspection)

NTT has approximately eight million concrete 
poles nationwide. Inspections of these poles are done 
mainly by visually inspecting them for cracks, which 

Fig. 3.   Infrastructure construction R&D concept and approach.
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requires a certain level of skill. Furthermore, the 
upper part of concrete poles must be checked using 
binoculars, which is labor intensive and raises con-
cerns that problems could be overlooked. Three tech-
nologies have been developed to enable this inspec-
tion work to be done more efficiently and effectively 
(Fig. 4). 

The first is a technology to detect cracks using 
image processing. Software is used to eliminate fac-
tors such as cables and dirt, which obstruct the detec-
tion of cracks, from the color and texture of images 
captured using an off-the-shelf digital camera. This 
enables automatic detection of cracks. 

The second technology uses millimeter-wave radia-
tion to detect cracks underneath the anti-posting sheet 
placed on the concrete pole. The previous image-pro-
cessing technique is unable to detect cracks hidden by 

the anti-posting sheet, but millimeter waves are 
reflected by cracks and scattered in all directions, and 
this can be used to automatically detect cracks that 
are concealed by the anti-posting sheet. 

The third technology is used to assess the condition 
of the pole by analyzing the vibrations that result 
from striking it. The purpose of this is not to detect 
cracks, but to measure the characteristic frequencies 
generated when striking the concrete with a hammer 
to automatically determine if the pole’s rigidity has 
decreased.

2.2   �PIT (pipe insertion type) new-conduit method 
for facility repair, maintenance-free conver-
sion, and earthquake-proofing

One problem with conduit facilities is deterioration 
of steel pipes. Over 60% of conduits, where multi-

Fig. 4.   Technology for inspecting concrete telephone poles.
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cable installations are planned, are diagnosed as 
faulty. Most of this is due to rust and corrosion of 
steel pipes. Technology to repair empty conduits that 
were faulty due to rust and corrosion already existed, 
but there was no way to repair them after the cable 
had been installed. The PIT new-conduit method 
resolves this issue (Fig. 5). 

This method involves inserting a PVC inner pipe 
into a metal conduit that already has a cable installed. 
This new pipe encompasses the existing cable. The 
duct is replaced by the PVC pipe, so rust is no longer 
an issue, and no further maintenance is required. Use 
of this method can create capacity for three cables in 
one duct. The space for the existing cable (35 mm in 
diameter) accommodates up to a 1000-fiber optical 
cable, and the remaining two spaces (28 mm in diam-
eter) can accommodate two new thin 1000-fiber 
cables, for a total capacity of 3000 fibers. The inner 
conduit also protects the cables, which increases the 
earthquake resistance of the conduit. This enables 
conduit earthquake-proofing without having to do the 
construction work of excavating roadways.

We are currently studying ways to expand the range 
of application areas for this technology. This includes 
reducing the diameter of the PVC pipe to apply it to 
narrower conduits that are weak or deteriorated, 
increasing the lengths of spans in which installation 
is possible, and supporting use in colder regions 
where cables must be protected from freezing 
groundwater. 

3.   R&D in the future

NTT currently uses a preventative maintenance 
approach in managing the maintenance of infrastruc-
ture facilities. Preventative maintenance reduces the 
risk of equipment failure because periodic inspec-
tions are conducted of all equipment comprehen-
sively, uniformly, and indiscriminately, and repairs 
and renovation are carried out as needed. However, 
with NTT’s large amount of infrastructure and with 
the advancing deterioration, even conducting only the 
inspections entails a high cost and a large amount of 
work. As such, future R&D will continue to focus on 
finding ways to reduce the cost and the amount of 
work required for inspections and repairs as much as 
possible so that preventative maintenance can be 
done smoothly. We will also take on the challenge of 
redefining what maintenance the facilities will 
require in the future and revise it if necessary. Main-
tenance standards based on a preventative mainte-
nance approach are already established, but when 
compared to people, it is like applying the same 
medical examination to all patients regardless of their 
age, physical condition, lifestyle, or medical history. 
The fact that a facility is old means that useful data 
for individual evaluation have been gathered from 
that facility. 

Analytical technology is advancing throughout the 
industry. More advanced preventative maintenance is 
possible by evaluating the state of each facility, 
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estimating the degradation or damage, and conduct-
ing inspections and repairs effectively at the optimal 
times. We have already begun initiatives in this area. 
For example, we are researching ways to prioritize 
manhole inspections for manholes that are likely to 
be in more advanced states of deterioration by doing 
a rough estimate of their condition (soundness and 
deterioration) based on type of construction, installa-
tion environment, and external load conditions. This 
enables us to find deteriorated equipment quickly and 
to control inspection costs. We are also researching 
methods to evaluate the level of earthquake resistance 
by estimating the susceptibility to earthquake damage 
for each span of a conduit based on factors such as 
conduit line type or ground conditions. This enables 
us to apply effective earthquake-proofing measures 
starting where they are needed most (Fig. 6). 

4.   Future development 

Currently, most initiatives in infrastructure facility 
R&D involve so-called hard technologies such as 
inspection tools and maintenance methods. In the 
future, research and development will advance in 
areas such as facility management based on specialist 

knowledge and past experience in order to manage 
infrastructure facilities appropriately while minimiz-
ing cost. We hope that the NTT Group will be able to 
contribute in these areas.
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Fig. 6.   R&D in the future.
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1.   Introduction

Natural disasters occur regularly in Japan, and 
every year there is a great loss of lives and property 
due to these events. Additionally, the tendency for 
heavy downpours to occur throughout the country is 
increasing and seems to be a long-term trend.

It has been pointed out with a great sense of urgen-
cy that Japan may be struck by large-scale earth-
quakes in the next few decades in areas such as the 
Nankai Trough and inland in the Tokyo area. The 
Central Disaster Management Council has estimated 
the potential damage for 18 types of Tokyo Inland 
Earthquakes. The Council assumes that an earthquake 
with a magnitude (M) of 7.3 with an epicenter in the 
northern part of Tokyo Bay would cause extensive 
damage and result in a death toll of approximately 
11,000 people, a total collapse of 85,000 buildings, 
and a maximum economic loss of 112 trillion yen.

We cannot prevent the occurrence of natural disas-
ters. Therefore, disaster mitigation is necessary in 
order to recover as quickly as possible from the dam-
age caused by a disaster. This means to be prepared 
by implementing both structural and non-structural 
measures and by considering how we should prepare 
for a disaster. In this article, we discuss the concept of 

crisis management in the future.

2.   Activities to improve  
incident response capabilities

The International Organization for Standardization 
(ISO) issued ISO 22320 as an international standard 
for incident management in November 2011. Incident 
response consists of various response operations by 
different institutions and organizations. In some 
cases, activities need to be carried out throughout the 
country. Consequently, effective incident response 
requires structured command and control, as well as 
coordination and cooperation among the various 
organizations. ISO 22320 specifies the minimum 
requirements to carry out an efficient and effective 
incident response. Before this standard was issued, 
incident response was considered separately by dif-
ferent organizational units in Japan. With the intro-
duction of ISO 22320, incident response plans are 
gradually being standardized. In the following sec-
tions, the approach toward incident response in the 
United States (U.S.) is introduced and compared with 
that in Japan. Then, an overview of ISO 22320 is 
given.
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3.   Incident Command System

The Incident Command System (ICS) is a standard-
ized on-scene incident management concept designed 
specifically to allow responders to adopt an integrated 
organizational structure that can meet the complexity 
and demands of any single incident or multiple inci-
dents without being hindered by jurisdictional bound-
aries.

The original ICS was established in the mid-1970s 
by the U.S. Forest Service and a number of California 
agencies. It was designed to improve and help coor-
dinate responses to catastrophic wildfires in Califor-
nia. The ICS was developed to manage rapidly mov-
ing wildfires and to address the following problems: 
too many people reporting to one supervisor; differ-
ent emergency response organizational structures; 
lack of reliable incident information; inadequate and 
incompatible communications; lack of structure for 
coordinated planning among agencies; unclear lines 
of authority; terminology differences among agen-
cies; and unclear or unspecified incident objectives. 
Federal officials transitioned the ICS into a national 
program called the National Incident Management 
System (NIMS), which became the basis of a 
response management system for all federal agen-
cies. Since then, many federal agencies have endorsed 
the use of ICS, and several have mandated its use.

The ICS divides an emergency response into five 
manageable functions essential for emergency 
response operations: Command (Incident Command-
er), Operations, Planning, Logistics, and Finance and 
Administration. A typical ICS structure is shown in 
Fig. 1.

The Incident Commander (IC) is responsible for all 
aspects of the response, including developing inci-
dent objectives and managing all incident operations. 
The ICS defines various information processing 
forms required for an incident response, which are 
known as ICS Forms. ICS Forms are designed to 
assist emergency response personnel in the use of ICS 
and the corresponding documentation during incident 
operations.

In addition, many ICT systems have been set up to 
support ICS activities. Training programs are con-
ducted in various institutions in order to prepare for 
disasters, for example, HSEEP (Homeland Security 
Exercise and Evaluation Program), and a grant pro-
gram to support these activities has been established 
by the U.S. government.

As described above, the response management sys-
tem in the United States is based on ICS. 

In Japan, the Self-Defense Forces, National Police 
Agency, and National Fire Department have estab-
lished a command and control system. When the 
Great East Japan Earthquake struck in 2011, these 
organizations were able to respond quickly to the 
disaster area by sending units that are dispersed 
across the country. By contrast, local governments in 
Japan do not have a system like this.

4.   Difference in incident response approaches 
between Japan and the United States

The Local Disaster Management Plan is common 
in Japan. This is a plan established by each prefectural 
and municipal disaster management council, subject 
to local circumstances and based on the Basic 

Fig. 1.   ICS structure.
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Disaster Management Plan.
By contrast, ICS in the U.S. is applied nationally. It 

is flexible and can be used for incidents of any type, 
scope, and complexity. ICS allows its users to adopt 
an integrated organizational structure to match the 
complexities and demands of single or multiple inci-
dents.

ICS is used by all levels of government—federal, 
state, tribal, and local—as well as by many nongov-
ernmental organizations and the private sector. It is 
also applicable across disciplines.

In Japan, the role of state agencies is limited, and 
they do not have a system to perform disaster 
responses in place of local governments.

The role of state agencies is to provide support to 
the local governments.

Furthermore, in Japan, disaster responses are 
planned based on an extension of command and con-
trol operations during ordinary times. Thus, the dis-
advantage is that the response may not be sufficient 
during a disaster that is beyond the response capaci-
ty.

In contrast, in the United States, the corresponding 
organization expands according to the size of the 
disaster. The organization also has the authority to 
command and control the response operations.

In addition, there are full-time professional disaster 
response teams in the United States. However, disas-
ter response personnel change every few years in 
Japan.

5.   ISO 22320

ISO 22320 is an international standard that was 
issued to enhance the ability of private and public 
organizations to handle all kinds of emergencies such 
as flooding, earthquakes, and accidents.

The standard specifies the following requirements 
for an effective incident response:
a) Requirements for command and control (Fig. 2)
b) Requirements for operational information (Fig. 3)
c) Requirements for cooperation and coordination

Fig. 2.   Command and control process specified in ISO 22320.
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Thus, ISO 22320 is a standard that allows inter-
organizational cooperation among the involved orga-
nizations, agencies, and other parties.

After ISO 22320 was issued, a committee was 
formed in 2012 by the Japanese Standards Associa-
tion (JSA) to establish Japanese Industrial Standards 
(JIS), which will be issued in the summer of 2013 at 
the earliest.

6.   Conclusion

Until now, there was no common agreement on how 
to implement an incident response in Japan. There-
fore, ISO 22320 will play an important role in the 
standardization of a domestic incident response plan 
in the future. We will work on developing a strategic 
emergency management support system based on ISO 

Fig. 4.   Strategic emergency management support system.
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22320 (Fig. 4). Key personnel will use the support 
system to prepare a common operational picture and 
carry out effective emergency management through 
the summarizing, managing, and sharing of informa-
tion and foresight utilizing incident response knowl-
edge (Photo 1). If the system is provided on a cloud, 
users can use it whenever necessary, including during 
training. As a result, local governments that have not 

had any experience in dealing with disasters can uti-
lize the knowledge of other local governments stored 
on the knowledge database of the system.

NTT Secure Platform Laboratories is continuing to 
research and develop ways to improve incident 
response capabilities through the management sup-
port system based on ISO 22320.
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1.   Overview of character code  
standardization history

Character codes are used everywhere on the Inter-
net. They form the most basic layer of the digital text 
hierarchy. This means that above the plain raw char-
acter codes lie layers of variant glyph encodings, text 
encoding formats such as HTML (hypertext markup 
language) and XML (extensible markup language), 
and instructions for the placement of such character 
codes, such as those given in CSS (cascading style 
sheets), as shown in Fig. 1.

The first attempt to standardize character codes for 
electronic information interchange was initiated in 
the early 1960s by the International Organization for 
Standardization (ISO), followed by the American 
Standards Association (ASA, now called the ANSI 
(American National Standards Institute)) and the 
European Computer Manufacturer’s Association 
(ECMA) as 6-bit and 7-bit character codes. Since 
then, character codes have been standardized by indi-
vidual countries or organizations*1. The first 2-byte 
(14-bit) character coding system was standardized by 
Japan in 1978. Later, China, Korea, and Taiwan also 
standardized their own 2-byte character codes. These 
various character codes were not compatible with 
each other. As a result, some characters were doubly 
encoded in different character encodings, thus mak-
ing their combined use practically difficult.

In the late 1980s, some software companies began 
an attempt to unify these various character codes into 

a single coding system, which was called Unicode. 
Similar attempts were also made within the ISO, and 
with some vicissitudes, these two attempts achieved a 
pari passu (literal meaning: on equal footing) ad-
vance, resulting in two technically identical stan-
dards, namely, ISO 10646 and Unicode. Since then, 
both ISO/IEC (International Electrotechnical Com-
mission) and Unicode have continued to publish 
technically identical standards to this day.

The first version of ISO 10646, whose official name 
is the Universal Coded Character Set (UCS), was 
published in 1993. Since then, it has gradually been 
disseminated all over the world. In Japan, JIS (Japa-
nese Industrial Standards) and its variant character 
encoding systems (such as Shift_JIS) have been 
widely adopted, but now UCS prevails on the Japa-
nese Internet*2. Today, Japan has already ceased cre-
ating its own standards and now proposes new char-
acters to UCS*3. A brief history of the standardization 
achievements over the years is shown in Fig. 2.

2.   Architecture of UCS

The UCS character coding system consists of 17 
planes; each plane has 65,534 character code points, 
which are numerical values representing the code 

Global Standardization Activities

Recent Trends in Standardization of 
Japanese Character Codes
Taichi Kawabata

Abstract
Character encodings are a basic and fundamental layer of digital text that are necessary for exchanging 

information over the Internet. Character codes are used in plain text files as well as in structured text files 
such as XML (extensible markup language), MIME (multipurpose Internet mail extensions), and HTML 
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*1	 Basic character encoding frameworks were standardized interna-
tionally as ISO 646 or ISO 2022.

*2	 Except for email, in which the JIS coding system is still widely 
employed.

*3	 The JIS translation of UCS is referred to as JIS X 0221.
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space. This results in nearly 1.1 million code points 
for all 17 planes, as shown in Fig. 3. In the UCS, 
unique code points are assigned to characters from all 
over the world. Today, approximately 100,000 char-
acter code points have been assigned, as shown in the 
figure*4. 

The UCS code points are represented in the form of 
U+XXXX, where XXXX is a 4 to 6 hexadecimal digit. 

For example, the Latin character a is assigned the 
code point U+0061, and the kanji character 漢 is 
assigned the code point U+6F22. Since its standard-
ization in 1993, most characters in modern scripts 
have been encoded; however, efforts to assign archaic 

Fig. 1.   �Digital text hierarchy showing character/coding characteristics and details related to their standardization.

Document structure: HTML (W3C), XML (OASIS),
SGML (ISO/IEC)

Fonts: WebFonts (W3C)
OpenType (Apple, Adobe)

Variants and glyphs: Unicode

Character codes and attributes: Unicode, ISO/IEC 10646

Text positioning and decoration: CSS (W3C)

ISO/IEC: International Organization for Standardization/International Electrotechnical Commission
OASIS: Organization for the Advancement of Structured Information Standards
SGML: standard generalized markup language
W3C: World Wide Web Consortium

Fig. 2.   Brief history of character encoding standardization.

ASCII: American Standard Code for Information Interchange 
IRV: International Reference Version

International movement Japanese movement

1963: ISO IRV, ASCII standardized

1973: ISO-2022 standardized

1980: Chinese GB code
1986: Korean KS Code
1990: Unicode 1.0 proposed
1993: Unicode 2.0 & ISO/IEC 10646:1993 

  are published.

2002: ISO/IEC 10646-2
  (Standardization of Extension-B,
  incorporating JIS X 0213 ideographs)

2006: UTR#37 officially published

2012: Work on Extension-F has begun.

1969: JIS Kana standardized

1978: JIS Kanji standardized
  (revised in 1983, 1990, 1997)

1995: JIS X 0221 standardized
  (translation of ISO/IEC 10646)

2000: JIS X 0213 standardized
  (This is the last original JIS standard.
  Now, all Japanese characters are
  standardized via UCS.)

2010-2012: Registration of Hanyo-Denshi
collection to IVD

2012: Proposal of Japanese Kanji 
  characters for administrative use to 
  Extension-F work

IVD: Ideographic Variation Database
UTR: Unicode Technical Report

*4	 About 70% of them are CJK (Chinese/Japanese/Korean) Unified 
Ideographs.
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characters and scholarly symbols are still continu-
ing.

For actual communication or memory storage of 
characters, code points must be encoded and serial-
ized. This means that these character code points will 
be converted to one or more 8-bit or 16-bit code unit 
sequences. UCS defines three encoding forms, name-
ly UTF (UCS Transformation Format)-8, UTF-16, 
and UTF-32, and seven encoding schemes, namely, 
UTF-8, UTF-16, UTF-16BE, UTF-16LE, UTF-32, 
UTF-32BE, and UTF-32LE. An example of their use 
is shown in Fig. 4.

Among these, UTF-8 is upward compatible with 
ASCII (American Standard Code for Information 
Interchange) character codes and is widely used in 
UNIX-based operating systems (OSs) and in com-
munication over the Internet. Windows OS and Java 

VM (Virtual Machine) have adopted UTF-16 for their 
internal representation and storage.

UTF-8 will encode UCS code points to one to four 
8-bit code units. UTF-16 will encode UCS code 
points to one or two 16-bit code units. The correspon-
dence between UCS code points and their UTF-8 
encodings are shown in Table 1. As shown in this 
table, the first unit of UTF-8 code units can be easily 
distinguished among the remaining code units.

3.   Ideographic Variation Database  
and its selectors

UCS is used to encode abstract characters. For 
example, the ideograph 葛 would have the same char-
acter code regardless of its shape or font. However, 
for some special scholarly, publishing, or administra-

Fig. 3.   Planes of UCS character coding system.
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Fig. 4.   �Example of a character and its codepoints and encoding forms/schemes.
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tive usages, slight differences in shape that would 
otherwise be ignored during encoding have some-
times resulted in significant differences.

For example, in Japanese administrative systems, 
Katsushika Ward in Tokyo (葛飾区) and Katsuragi 
City (葛城市) in Nara Prefecture would have the  
same character “葛” with ordinary character encod-
ing, yet they might be displayed differently in official 
administrative documents.

UCS provides a method to differentiate such vari-
ants that would otherwise be unified with the Ideo-
graphic Variation Database (IVD) and Ideographic 
Variation Sequence (IVS). IVD was introduced in 
2006 as the Unicode Technical Standard (UTS) #37.

This scheme involves attaching the variation selec-
tor after the character code, which makes it possible 
to represent ideographic variations.

In the above examples of 葛 (Katsushika) and 葛 
(Katsuragi), the different variations can be specified 
as U+845B U+E0103 and U+845B U+E0102, respec-
tively, as shown in Fig. 5. There are 240 variation 
selectors for ideographs assigned from U+E0100 to 
U+E01EF of the UCS 14th plane.

Currently, the IVD is maintained by the Unicode 
Consortium, a nonprofit organization that develops 
the Unicode Standard.

According to UTS #37, when someone wants to 
register a variation of an ideograph, he/she applies for 
registration of variations along with its name to the 
Unicode Consortium (along with the requested vari-
ants).

Then the Unicode Consortium opens the applica-
tion to public review for three months. After the pub-
lic review has closed and comments have been 
reflected in the application, the Unicode Consortium 
will assign an IVS to each glyph.

Currently, two collections are registered: Adobe-
Japan1 and Hanyo-Denshi. The latter collection of 
variants is registered by the Hanyo-Denshi committee 
of Japan for the administration systems of national 
and local Japanese governments.

4.   Relationship between domestic and  
international standardization committees

The character coding system is one of the standards 
in the information technology (IT) field. International 
standards in the IT field are currently established by 
Joint Technical Committee One (JTC 1) of the ISO 
and the IEC, which is referred to as ISO/IEC JTC 1. 
There are about 20 subcommittees in JTC 1, and the 
subcommittee working on character encoding stan-
dardization is subcommittee 2 (SC 2). SC 2 has one 
working group, called WG 2, which is working on 
ISO/IEC 10646. WG 2 has entrusted the Ideographic 
Rapporteur Group (IRG) with specifically creating 
the repertoire of CJK Unified Ideographs for stan-
dardization. These committees and subcommittees 
are often referred to by their abbreviations. For 
example, WG 2 is officially known as ISO/IEC 
JTC 1/SC 2/WG 2.

In Japan, the Information Technology Standards 
Committee of Japan (ITSCJ), a division of the Infor-
mation Processing Society of Japan (IPSJ) and 
entrusted by the Ministry of Economy, Trade and 
Industry, is a corresponding domestic standardization 
body for most subcommittees of ISO/IEC JTC 1. 
SC 2 in Japan is working with ISO/IEC JTC 1/SC 2, 
SC 2/WG 2, and SC 2/WG 2/IRG, to reflect the Japa-
nese concerns and requirements in international char-
acter codes. The relationship between the inter

Table 1.   UTF-8 codepoints.

Codepoints Bit arrays Byte sequences 

U+0000–U+007F 0xxx xxxx 00-7F

U+0080–U+07FF 110yyyyx 10xxxxxx C2-DF 80-BF 

U+0800–U+FFFF 1110zzzz 10yyyyyy 10xxxxxx E0-EF 80-BF 80-BF 

U+10000–U+10FFFF 11110uuu 10uuzzzz 10yyyyyy 10xx xxxx F0-F7 80-BF 80-BF 80-BF 

Fig. 5.   Registered Hanyo-Denshi variation of “葛”.
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national organizations and the Japanese organizations 
is shown in Fig. 6.

5.   Future outlook

Most kanji (CJK Unified) ideographs needed for 
Japanese governmental administration systems are 
proposed to the IRG as part of Extension F standard-
ization efforts*5. They are expected to be standardized 
within the next several years.

As devices such as e-books and studies on the 
digital humanities evolve, the character encodings for 
kanji ideographs used in classical documents will 
follow the same path of standardization that ideo-
graphs needed for administration systems have. In the 
current work being done on Extension F, the kanji 
ideographs that appear in the classical Buddhist 
canon Taisho– Revised Tripit.aka are in the process of 
being standardized. These efforts mean that many 
more classical documents will be available on e-
books or the Internet in the future.

Emojis (Japanese-style pictorial characters) were 
also developed by Japanese mobile phone carriers, 
but their standardization in the UCS was initiated by 
Apple and Google, who have developed operating 

systems for cellular phones. Emoji characters also 
have numerous variations, and to date, nearly 700 
characters have been standardized as emoticons and 
pictographs.

NTT recognizes that standards and technologies 
related to character encodings will be crucial in appli-
cations involving the web, email, and e-books and 
services, and will therefore stay engaged in this tech-
nology.

Fig. 6.   International and Japanese committees working on character code standardization.
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*5	 Standardized CJK Ideographs are currently grouped into Unified 
Repertoire and Ordering (URO) character sets identified with Ex-
tensions. Extensions A to D have already been standardized. Ex-
tension E has just passed the vote and will be officially published 
next year. The work on Extension F has just begun.
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1.   Introduction

Measures for saving energy in electrical and elec-
tronic equipment have become more sophisticated in 
recent years. Such measures include the adoption of 
energy-saving inverter circuits in the power-supply 
parts of equipment. The energy-saving performance 
of such circuits is high, but the level of radio interfer-
ence can also be high if no anti-noise measures are 
taken. Noise can also be generated as a result of faults 
or insufficient insulation in the power-supply part. 
Such noise can penetrate telecommunications equip-
ment in a user’s building or home via a power-supply 
line or space and can cause malfunctions in asym-
metric digital subscriber line (ADSL) or very-high-
speed DSL (VDSL) modems or in the generation of 
audible noise.

Measuring the voltages between a telecommunica-
tion line and earth (VL1-E or VL2-E) in telecommunica-
tion lines when inspecting telecommunication equip-
ment for noise-related faults is one of the most impor-
tant means of troubleshooting the causes of such 
faults. However, this method unfortunately results in 
the measurement of noise components not in isola-
tion, but as components of telecommunication sig-
nals. As a result, there are times when the noise can-
not be clearly identified, which makes it all the more 
difficult to troubleshoot the causes of noise. We pro-
pose a simple method for separating the external 
noise and the signals and have developed a separation 

probe as a prototype product incorporating this meth-
od. We describe the results of tests that were con-
ducted in our laboratory and in the real field to evalu-
ate the effectiveness of the noise-separation method 
and the separation probe in troubleshooting noise-
related faults.

2.   Background

The measurement of common mode noise in tele-
communication lines when troubleshooting noise 
faults is shown in Fig. 1. This method measures volt-
age between the telecommunication line and a ground 
(VL1-E or VL2-E). When the telecommunication line is 
not in a communication state, the common mode volt-
age is equivalent to voltage caused by noise. An 
example of the results of measuring common mode 
noise is shown in Fig. 2. In this case, only the noise 
waveform was measured, which made it relatively 
easy to check for noise. Next, the common mode 
noise was measured when noise was superposed on 
an ADSL/VDSL line when the line was in a commu-
nication state (Fig. 3). In this case, a signal is con-
tinuously applied on the telecommunication lines so 
that the measured common mode voltage corresponds 
to the signal + noise. An example of the results of 
measuring common mode noise associated with a 
dropped link in the ADSL service is shown in Fig. 4. 
The measured waveform shows that noise is super-
posed on the signal, which makes it difficult to check 
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for the presence of the noise and adds to the time 
required for fault troubleshooting. A device such as a 
separation probe was therefore needed that could 
make fault troubleshooting more efficient by separat-
ing and extracting the fault-causing noise from the 
signals.

3.   Separation of noise and signals

The conventional method of measuring common 
mode noise (VL1-E or VL2-E) involves measuring volt-
age when the noise and the signal are superposed, as 
described above. In order to separate the noise, we 
use the results of two measurements: the common 
mode voltage between L1 and E and that between L2 
and E. It is known that noise can be approximately 

determined by Eq. (1) according to the definition of 
common mode voltage [1].

noise ≈ VL1-E +VL2-E

2
� (1)

At the same time, the signal can be approximately 
determined by Eq. (2).

signal ≈ VL1-E −VL2-E� (2)

4.   Separation probe and test results

4.1   Overview of separation probe
Our prototype separation probe achieves the func-

tions expressed by Eqs. (1) and (2). The configuration 
of the probe is shown in Fig. 5, and an external view 

Fig. 1.   Noise measurement on analog line.
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of the probe is shown in Fig. 6. The separation probe 
consists of input parts, an adder and subtractor, output 
parts, and a power supply. In common mode measure-
ment, the L1-E and L2-E voltages are measured by 
using a high-impedance probe connected to each of 
the input parts. The results of these measurements are 
processed in an analog manner by additive (Vnoise) 
and subtractive (Vsignal) processing and then output to 
an oscilloscope. The power supply can be fed to the 
probe’s main unit by either an internal battery or an 
external power supply from the oscilloscope.

4.2   Results of laboratory test
In order to test the separation probe, we applied an 

external 160-kHz sinusoidal wave as common mode 
noise to the signals of an ADSL line. The measure-
ment results using the separation probe are shown in 
Fig. 7. The upper half of the figure shows the noise 
voltage waveform and the lower half the signal volt-
age waveform. These results show that the 160-kHz 
sinusoidal wave applied as the noise was able to be 
extracted, which made it possible to observe the sig-
nal waveform with the noise component separated 
from it. In other words, the results of this test demon-
strated that the separation probe functioned effec-
tively. For reference, the VL1-E and VL2-E voltage 
waveforms measured by the conventional technique 
are shown in Fig. 8. These results show that it is dif-
ficult to confirm the existence of a 160-kHz sinusoi-
dal wave applied as noise from conventionally mea-
sured waveforms. 

4.3   Results of field test
We also examined the effectiveness of applying our 

separation probe for troubleshooting in the case of a 
dropped link in ADSL services. In the following, we 
introduce one of three tests that we performed in the 
field.
(1)	 Fault description

Dropped links in the ADSL line in a tenant 
building frequently occurred between 9:00–
10:00 AM.

(2)	 Facilities overview and noise measurement 
An overview of the actual facilities in the field 

is shown in Fig. 9. The ADSL line was con-
nected to the tenant’s ADSL modem via a main 
distributing frame (MDF). The noise voltage on 
the signal line was measured at the MDF using 
the separation probe.

(3)	 Measurement results 
The noise waveform at the time the ADSL 

Fig. 5.   Configuration of separation probe.
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signal is lost is shown in Fig. 10. The upper half 
of the figure shows the noise waveform and the 
bottom half the signal waveform. An examina-
tion of the noise waveform on top shows that the 
measurement of noise was unaffected by the 
signal. 

The frequency spectrum obtained by subjecting this 
noise waveform to fast Fourier transform (FFT) 
analysis is shown in Fig. 11. When the waveforms of 
Fig. 11(a) (with noise) and Fig. 11(b) (without noise) 
are compared, it can be seen that the noise level is 

high in the frequency band of 80 kHz–1 MHz. The 
noise was found to fall within the frequency band 
used for ADSL signals (28 kHz–3.75 MHz). This 
particular test case therefore clarified that the super-
posing of the noise on the signal resulted in a dropped 
link of the ADSL line. Additionally, we found that the 
separation probe used in this test and other tests was 
effective for quickly checking for noise and reducing 
the time required to troubleshoot faults. In this test 
case, moreover, the signal voltage level was 9 Vp-p, 
which was much higher than the noise voltage level 

Fig. 7.   Waveforms measured by separation probe.
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of 1 Vp-p. This suggests that use of the conventional 
method would make it difficult to check for the pres-
ence of noise at such a low level and would require 
more time to troubleshoot the cause of the fault.

5.   Conclusion

We developed a probe for separating noise from a 
telecommunication signal and tested it in both the 
laboratory and the field using ADSL lines. Test 
results showed that the separation probe was effective 
in extracting the noise component even if the noise 
level was lower than that of the signal. In the future, 

we plan to conduct more evaluations in the field to 
improve the accuracy of the probe and to study the 
feasibility of commercializing it. We are committed 
to developing methods for quickly solving noise 
faults and will continue to carry out work that sup-
ports the provision of safe and secure telecommuni-
cation services.
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