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1.   Introduction

One of the methods used to analyze big data is to 
handle it as graph data. Graph data consist of nodes 
and edges, where each edge connects two nodes (Fig. 1). 
Graph mining is a technique for discovering hidden 
relationships between various data by analyzing 
graph data. The amount of research on graph data has 

been increasing rapidly in recent years, and more 
services that generate graph data, for example, social 
networking services (SNSs) are being offered. Con-
sequently, graph mining is becoming a major trend in 
big data analysis. However, efficient techniques for 
analyzing web-scale graph data have not been well 
established yet. 

We have been conducting research to design 
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Fig. 1.   Graph data and graph mining.

Graph data
- Data consisting of nodes and edges

Graph mining
- A technique for discovering hidden relationships between various data by analyzing data 
links included in graph data

Example of graph mining: 
Clustering divides a graph into 
groups of correlated nodes. 
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efficient algorithms for graph mining. In February 
�0�3, we announced that we had developed the 
world’s fastest algorithms for performing two tech-
niques [�]. One is clustering, which involves group-
ing graph data by taking the density of edges between 
nodes into account. The other is computing personal-
ized PageRank, which involves searching graph data 
for nodes with high importance values.

These new algorithms make it possible to analyze 
graph data significantly faster than conventional 
algorithms. For example, in clustering, conventional 
algorithms take 4–6 hours to analyze the SNS friend-
ship relationship of �00 million persons. The response 
time is reduced to only 3 minutes by applying our 
new algorithm. This substantial reduction results in 
qualitative changes in analysis, and it provides many 
applications that bring opportunities for graph mining 
analysis. We also confirmed that in addition to its 
high efficiency, our method for clustering (see section 
�) achieves a level of accuracy as high as that of the 
most accurate conventional method (for example, the 
Louvain method [�]). Conventional algorithms have 
been devised to speed up the response time at the 
expense of analysis accuracy. In contrast, our meth-
ods have achieved speed-up without loss of accura-

cy.
We have developed both Java libraries and Gephi 

plug-ins for the algorithms in order to make them 
widely available. Gephi is a graph analysis and visu-
alization tool that is freely available; it is implement-
ed in Java (Fig. 2).

2.   Clustering algorithm

The efficiency of our clustering algorithm [3] is 
achieved by applying two approaches, as illustrated 
in Fig. 3. 

The first approach is to optimize the computation 
order of nodes during clustering by using the statis-
tics of the graph structure. The degree of a node is 
defined as the number of edges coming from the 
node. The computation starts from the node with the 
smallest degree. This design is based on the bottom-
up clustering procedure in which two nodes con-
nected by edges are merged step-by-step until the 
cluster quality of the graph no longer increases. The 
merge cost depends on the degree of the nodes; the 
higher the node degree, the more edges have to be 
referenced during merging. Consequently, the cost 
increases.

Fig. 2.   Summary of graph mining techniques.
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The second approach is to incrementally aggregate 
two nodes that have been determined to be in the 
same cluster (or group) into a single aggregated node. 
This node aggregation is repeated until the cluster 
quality no longer increases. Since the number of 
nodes and edges is increasingly reduced through the 
repeated aggregation, it dramatically improves the 
response time of clustering. In addition, we introduce 
an incremental pruning technique for more efficient 
clustering. That is, if there is a node with only one 
edge, this node can be aggregated to the cluster of the 
single neighbor node without computing the increase 
in the cluster quality. General graph data have many 
such nodes, so this incremental pruning technique is 
very effective.

The use of these approaches means that our cluster-
ing algorithm performs from �0 to 60 times faster 
than previous algorithms.

3.   Personalized PageRank algorithm

We developed an efficient personalized PageRank 
[4] algorithm for top-k search (Fig. 4) by applying 
two approaches. 

The first approach is to efficiently compute the 

importance values, that is, the personalized Page-
Rank (PPR) scores of nodes, by permuting rows and 
columns of the adjacent matrix of input graph data so 
as to increase the number of zero elements in the 
matrices, which are obtained by decomposing the 
adjacent matrix. Since any elements multiplied by 
zero become zero in the decomposed matrices, we 
can reduce the computation cost by increasing the 
number of zero elements. 

The second approach is that instead of computing 
the exact PPR scores of all nodes, we efficiently iden-
tify top-k nodes with the highest PPR scores by esti-
mating the upper bound of the PPR scores of nodes. 
The process of identifying top-k nodes is as follows. 
First, we estimate the upper bound of PPR scores of 
top-k candidate nodes. Next, we compute the precise 
PPR scores of the top-k candidate nodes. Then, we 
continue estimating the upper bound of PPR scores of 
other promising nodes. We can stop the estimation 
when the upper bound PPR scores of the promising 
nodes are lower than the PPR score of the current top-
kth node. This means that it is not necessary to com-
pute the precise PPR scores of all nodes in general, 
which reduces the total cost of PPR computation.

As a result, our personalized PageRank algorithm 

Optimize computation order of nodes. Aggregate nodes incrementally.

Input graph. Detect communities in graph. 

Iteration

Optimize the computation order of nodes
by using statistics of graph structure. 

Determine two nodes to be in the same cluster 
and incrementally aggregate them into a single 
aggregated node.

Computation order
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Fig. 3.   Overview of efficient clustering algorithm.
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Compute importance value using matrix. Prune nodes of low importance.

Decompose matrix after permuting rows and 
columns of the matrix.

Input graph and preference node. Discover important nodes.

Permutation and decomposition

Prune nodes of low importance 
value by estimating upper  bound
of importance value. 

Baseball player Baseball coach

Baseball manager Baseball shop owner

Compute importance value efficiently.
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Fig. 4.   Overview of efficient personalized PageRank algorithm.
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Fig. 5.   Example of mining a social graph of politicians.
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for top-k search is more than �0 times faster than 
conventional algorithms.

4.   Example of graph mining application

A practical application of our graph mining 
algorithms is illustrated in Fig. 5. We obtained a 
social graph of the members of Japan’s House of 
Representatives and their friends using Wikipedia. 
Then we applied our algorithms to the graph and ana-
lyzed the communities (clusters) of the members and 
their importance values (PPR scores). The politicians 
who belong to the same community have the same 
color in the figure, and those whose importance value 
is higher have a larger node. There were about 3,000 
nodes in total.

We can see in the figure that the size of the Shintaro 
Ishihara node is the largest. This suggests that he is a 
very influential person. Meanwhile, the nodes for 
Shinzo Abe, Taro Aso, and Sadakazu Tanigaki have 
the same color. This suggests that they belong to the 
same community. In fact, they all belong to the Lib-
eral Democratic Party.

5.   Summary

We have developed the world’s fastest algorithms 
for the graph mining tasks of clustering and comput-
ing personalized PageRank. We have also imple-
mented both Java libraries and Gephi plug-ins for our 
algorithms to make the algorithms widely available. 
We implemented some approaches to make our algo-
rithms highly efficient and successfully applied our 
algorithms to a social graph extracted from Wikipe-
dia.
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