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1.   Hospitality in information search

At NTT, our aim is to implement services that pro-
vide support that is detailed and appropriate to the 
user context and that is intended for individual users 
in various everyday activity scenarios. We introduce 
specific examples of this below. 

1.1    Service providing users with information 
about unknown entities 

This service presents users with information about 
unknown items that they are curious about, such as 
unfamiliar cuisine or folk art, tailored to those users 
(Fig. 1). This service is based on subject recognition 
technology developed by NTT laboratories. It rapidly 
identifies items using the cameras in smartphones and 
tablets that we use every day. The service uses goods-
related information available on the Internet and 
combines it with individual characteristics of each 
user’s culture and tastes, to provide users with content 
that is suited to them and in their own language. We 

can anticipate various services such as those that 
present information about Japanese cuisine or folk art 
to foreigners visiting Japan in their native languages, 
those that display cooking ingredients to people who 
are careful about what they eat because of their cul-
tural background or food allergies, and those that 
provide shoppers with word-of-mouth information 
relating to products. 

1.2    Agent service with soft toys that understand 
user’s intention

People enjoy spending time with family and friends, 
and there are often occasions during activities such as 
traveling and watching sports where someone wants 
to pull a smartphone out and check information. 
However, this immediately results in a sense of being 
isolated from the circle of family and friends, and the 
person is enclosed in his own world. 

What if it were possible to comprehend a user’s 
intention in the middle of a casual conversation 
between users and to convey the information that is 
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required in a timely manner? It would seem as if a 
new member had joined that circle to provide the 
information to the user, without breaking up the circle 
of people or isolating any of the existing members. 

The agents we have developed have a material form 
(such as a soft toy or puppet) and coexist physically 
within a circle of people, as represented by the teddy 
bear shown in Fig. 2. After comprehending the per-
son’s intent, the agent then generates utterances with 
the appropriate content and volume. They can behave 
naturally within the circle of people by speaking with 
a wide variety of synthesized speech. In the near 
future, we could have a world in which such agents 
are present within various circles of people.

2.   Media processing technology that supports 
hospitality in information search 

At NTT, we are working on the research and devel-
opment (R&D) of subject identification technology 
based on images, natural language processing tech-
nology for understanding people and responding 
naturally, and speech synthesis technology capable of 
generating synthesized speech with a wide variety of 
speakers and speaking styles in order to implement 
services that add hospitality to information search.

2.1    Subject identification technology based on 
images 

To get close to the user and provide information 
that depends on the user’s situation, it is necessary to 
have a computer that can identify and comprehend 
the world and objects in the same way a person can. 
We introduce here our subject identification technol-
ogy that identifies a photographed subject from an 
image captured by a camera that corresponds to a 
person’s eyes. When subjects are identified from 
images, it is necessary to prepare reference images 
relating to those subjects beforehand. To cope with 
differences in photographic, environmental, and illu-
mination conditions, however, it is usually necessary 
to prepare a large number of reference images for one 
subject, and such preparation requires a great deal of 
work. Here, we introduce our technologies for identi-
fying subjects; one is capable of identifying three-
dimensional (3D) subjects, and the other uses a cloud 
data application for subject identification. These 
technologies are expected to greatly reduce the work 
of preparing images in advance.

(�)  3D subject identification technology [�]
This technology makes it possible to identify even 

a 3D subject from a small number of reference images 

Fig. 1.   Example of providing users with relevant information about unknown items.
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with a high level of accuracy (Fig. 3). In contrast to 
flat objects such as books or compact discs, the 
appearance of a 3D object in an image will change 
with the direction from which it was photographed. 
Thus, in the past it was necessary to prepare a large 
number of reference images beforehand. This tech-
nology enables more robust identification of 3D 
objects by automatically estimating the relative direc-
tion of shooting with respect to reference images, 
even from an image that was captured in such a way 
that the user could not see its front surface. From the 
viewpoint of service business operators, the number 
of images to be prepared beforehand can be signifi-
cantly reduced since images need only be registered 
from a few directions. In addition, this technology 
makes it possible to identify a number of objects 
highly accurately, even if they are in an untidy envi-

ronment or are partially concealed, by viewing them 
from feature points that satisfy constraint conditions 
on 3D objects derived from projective geometry.

(�)  Subject identification technology using cloud 
data application 

The optimal reference images are those in which 
only the subject is captured accurately and there is no 
unnecessary background. Our cloud data application 
subject identification technology (Fig. 4) is intended 
to achieve this through the use of our unique subject 
region extraction technology [�]. This technology 
makes it possible to identify and extract just the 
region in which the subject exists from a number of 
images that show the subject to be identified (Fig. 5). 
Application of this technology will make it possible 
to create reference images that show only their  

Fig. 2.   Agent service using soft toys that understand user’s intention.
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subjects by simply registering the photograph at hand 
together with images acquired from the Internet. Not 
only does this lower the barrier to introducing and 
using the subject identification technology, but it is 
also expected to make it possible to increase the num-
ber of categories of subjects that can be identified by 
making it easy to prepare a huge number of reference 
images. 

If it becomes possible to handle a large number of 
reference images, a rapid identification method that 
facilitates this will be essential. We are working on 
the R&D of unique indexing technology called cross-
modal hashing [3]. This technology involves convert-
ing the content of each reference image into a very 
short code (hash) that is stored, making it possible to 
execute rapid identification processing by using the 

Fig. 3.   Features of 3D subject identification technology.
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Fig. 4.   Cloud data application type of subject identification.
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indexes, even with respect to a huge number of refer-
ence images. For example, a processing time of 
approximately 7 seconds was necessary in the past to 
identify subjects from a collection of � million refer-
ence images, but our technology has reduced that to 
less than half a second. 

In the future, we will work on improving the tech-
nology to identify a large number of subjects rapidly 
and highly accurately from images, and we will con-
tinue to promote the implementation of user-friendly 
services that will enable smart assistance according 
to the user situation.

2.2    Natural language processing technology for 
understanding people and responding natu-
rally 

For an agent to behave naturally, it must have 
physical functions such as actions, but it is also 
important to have natural language processing tech-
nology in order to generate the content that the agent 
speaks. To that end, we introduce (�) user utterance 
intention comprehension technology, (�) automatic 
summary generation technology for generating natu-
ral descriptive sentences, and (3) interactive chat 
technology for putting together the entire interaction 
in a natural manner. 

(�) Utterance intention comprehension technology 
An overall image of the agent system is shown in 

Fig. 6. In this case, the description deals with the 
example of a scenario in which the agent plays the 
part of a sightseeing guide for a grandfather and 
grandchild. 

The first thing that the agent should do is compre-

hend the intentions behind the contents of user utter-
ances. Since a computer cannot comprehend human 
language, we are developing technology that roughly 
translates human language into a computer language 
(such as a database query language) [�]. For example, 
if the sentence “I wonder when it was built” and 
meta-information such as the current location can be 
translated into computer language as “s = Dendenji, p 
= year of construction, o = ?”, it is possible to respond 
with “Dendenji was built in ����.”

(�) Automatic summary generation technology 
However, simply returning single- phrase responses 

as described above does not make for a natural agent. 
We are therefore conducting research into improving 
the system’s naturalness and intelligence by summa-
rizing descriptive sentences as appropriate and add-
ing them to the responses. Our approach is to take text 
information relating to a certain subject (Dendenji) 
that already exists on the web, convert it into collo-
quial form as a description, and provide information 
to be uttered by the agent. During this process, our 
automatic summary technology [�] plays a large role. 
When converting text on the web into a suitable form 
as a description, we use the automatic summary tech-
nology to generate a concise text passage with the 
redundant parts of the original text removed, and pro-
vide a natural description by converting it into collo-
quial form. This makes it possible to implement an 
inexpensive agent that provides natural descriptions. 
An example of the process when text on the web is 
converted into more colloquial-seeming speech is 
shown on the right side of Fig. 6. For example, the 
text passage: “According to the temple’s history, in 

Fig. 5.   Subject region extraction technology.
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���� the Zen monk Nobi Takeyama* consecrated the 
Buddha statue at a special ceremony to insert its eyes, 
and that year is taken to be its date of construction...” 
can be used as an utterance by converting it into the 
brief, colloquial expression: “They say it was built by 
Nobi Takeyama in ����.”

(3) Interactive chat technology 
It is possible to improve the quality of conversation 

by providing worthwhile information within the con-
versation, but to improve the naturalness of the con-
versation overall, it is necessary to improve the cover-
age of topics. Therefore, what we need is a chat 
function. A chat function is difficult to write in algo-
rithmic form, though, and up until now, this kind of 
function has been implemented using hand-made 
rules. However, methods that rely on rules are expen-
sive, and their coverage of topics is low. That is why 
we have constructed an interaction system that can 
chat automatically on a wide range of topics by turn-
ing text data on the Internet into interaction knowl-
edge using language processing technology [6, 7] 
(Fig. 7). The system generates utterances from the 
predicate argument structure data (structure based on 
sentences formed of subjects, objects, etc.), based on 
the current topic and the utterance intentions of the 
system, and responds with a wide range of topics by 
selecting utterance sentences from an utterance data-

base. It is also possible to make the phraseology suit 
the system characteristics by using the sentence-end 
expression conversion function. 

Thus, natural language processing technology is 
essential for implementing an advanced interaction 
agent. In the future, we will continue with our R&D 
aimed at attaining a deeper understanding of lan-
guage and on generating language for different objec-
tives.

2.3    Speech synthesis technology capable of gener-
ating synthesized speech of a wide variety of 
speakers and speaking styles 

Up until now, the main uses for speech synthesis 
technology were in information provision services 
such as those for verbally confirming safety informa-
tion and those providing automated voice guidance 
systems in call centers. However, usage purposes 
have recently expanded to include applications such 
as voice interaction agents due to the recent spread of 
high-performance mobile terminals. Since the objec-
tive of information provision services is to convey 
information accurately by voice, it was sufficient to 
generate a synthesized speech with a single speaker. 
In contrast, with voice interaction agents, the require-
ment is now for synthesized speech with a wider 

* This temple and the monk are fictional.

Fig. 6.   Depiction of agent system.
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variety of speakers and speaking styles than in the 
past, for example, synthesized speech of various 
speakers that correspond to agents’ characters, and 
synthesized speech with speaking styles that corre-
spond to scenes that induce emotional expressions. 
We introduce here the novel speech synthesis tech-
nology that was developed by NTT Media Intelli-
gence Laboratories for just such usage scenes, which 
enables the generation of synthesized speech for a 
wide variety of speakers and speaking styles. 

An overview of the speech synthesis system is 
shown in Fig. 8. This technology consists of a train-
ing component that trains a model from an arbitrary 
speaker’s speech and retains the characteristics of that 
speaker’s speech, and a speech synthesis component 
that generates synthesized speech using that trained 
model. 

In the training component, speech data uttered by a 
specified speaker are recorded. Then a model that has 
the speaker characteristics (voice quality and speak-
ing style) of the target speaker is trained from the 
recorded speech of that speaker. The trained model 
consists of two parts: a speaker model that holds 
information on the voice quality of that speaker, and 
a style model that holds information on the speaking 

style of the speaker, for example, voice pitch and 
speaking rate. 

In the speech synthesis component, a segment of 
synthesized speech that has the voice quality and 
speaking style of the speaker is generated from the 
trained speaker model and style model of the speaker. 
This technology also makes it possible to impart 
speaking styles to synthesized speech from within the 
style model that was trained beforehand, for example, 
a butler-style speaking style or a dramatic-reading-
style speaking style. This means that when the speech 
synthesis is processed, it is possible to generate syn-
thesized speech that has been given a specific speak-
ing style while still having the voice quality of that 
speaker (such as speech with a dramatic-reading-
style of speaking but with the voice quality of Ms. 
A).

One feature of this technology is that a shorter time 
for recording the speech of a speaker is necessary 
when implementing the speech synthesis of an arbi-
trary speaker. In order to generate synthesized speech 
having sufficient quality (reproducibility of speaker 
characteristics and naturalness of the synthesized 
speech) using conventional speech synthesis technol-
ogy, a huge amount of speech data uttered by the 

Fig. 7.   Processing flow of interactive chat technology.
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speaker are required. Since an extended speech 
recording taking between several hours to a dozen 
hours is necessary for collecting such speech data, it 
is difficult to create synthesized speech of various 
speakers because of the cost. This technology imple-
ments the simple creation of synthesized speech of 
various speakers corresponding to agents’ characters, 
by greatly reducing the necessary speech recording 
time to between several dozen minutes and a couple 
of hours. 

Our future task is to improve the basic performance 
such as the naturalness of the synthesized speech and 
the reproducibility of speaker characteristics. We will 
also investigate the speech synthesis required for the 
voice interaction interface, for example, the genera-
tion of synthesized speech with appropriate speaking 
styles for various usage scenes. 

3.   Future plans 

Following our theme of hospitality in information 
search, we are focusing on issues that users encounter 
in their everyday lives and are working to involve 
agents in this process. We believe that further techni-
cal developments in the image recognition, language 
processing, and speech synthesis technologies intro-
duced in this article will help achieve this. 

In the future, we will pursue research on a new style 

of providing information naturally by using an 
approach that will help us understand potential pref-
erences and cultural backgrounds, and by the entry of 
agents into user circles, with the aim of implementing 
services that will develop new relationships between 
users and agents that have not been seen before. 
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