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1.   Introduction

The progress achieved in information and commu-
nication technology (ICT) has increased the efficien-
cy of various tasks. For example, conversion of paper 
documents to electronic form allows information to 
be accessed and managed over a network and simpli-
fies search and display of statistical information. A 
disadvantage, however, is that it is sometimes diffi-
cult to enter information using a keyboard in environ-
ments where there are no desks such as outdoors and 
in situations where both of a person’s hands are occu-
pied by a task such as driving a vehicle or operating 
machinery. These problems have created a barrier to 
the use of ICT. Another problem is the recording of 
meeting minutes and similar situations in which 
people exchange information verbally. The process 
involves manually entering information into elec-
tronic documents by relying on memory or written 
notes, which is time-consuming and may produce 
incomplete results.

2.   Speech recognition and  
noise reduction technology

We describe here two examples of the use of voice 
recognition in noisy environments such as factories 

or construction sites and the use of speech recogni-
tion in meetings to support the production of min-
utes.

2.1    Intelligent microphone capable of speech rec-
ognition in noisy environments 

The intelligent microphone consists of multiple 
microphones and is based on acoustic signal process-
ing technology that segregates the target speech from 
other sounds such as other voices or background 
noise. The intelligent microphone makes it possible 
to pick up the speaker’s voice clearly even in very 
noisy environments (Fig. 1).

This microphone enables high-quality telephone 
calls (clear hands-free calling) (Fig. 2) and highly 
accurate voice recognition, even in noisy environ-
ments such as in factories or construction work sites 
or in an automobile traveling on a highway.

The acoustic signal processing involves the use of 
spatial power distribution, frequency characteristics, 
and temporal fluctuation characteristics to estimate 
the spectral filter in order to segregate the target 
speech from other noise (Fig. 3). Adapting the signal 
processing to microphone observations makes it pos-
sible to reduce the ambient noise power by a factor of 
�/�0,000 with less degradation of the target voice 
signal. This performance enables accurate speech 
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recognition and high quality telephone calls even in 
extreme �00-dB-level noise environments. The steps 
involved in acoustic signal processing are as fol-
lows:
(�) Hybrid of beamforming and spectral filtering

With some microphones, sharp directivity cannot 
be formed. Thus, enhancement of the target speech 
cannot be achieved by simply applying beamforming. 
Adapting a spectral filter to the beamforming output 
makes it possible to suppress noise efficiently. 
(�)  Estimation of spatial interference noise power 

distribution
The desired speech source cannot be enhanced by 

simply applying conventional beamforming. There-
fore, multiple beams are formed to estimate the spa-
tial interference noise power distribution. If the esti-
mated power of the desired sound and interference 
noise differ, the noise output power will be efficiently 
reduced.

(3)  Reduction of diffuse noise using temporal fluc-
tuation 

The observed signals include diffuse noise such as 
that from an air conditioner. The power spectrum of 
diffuse noise changes over time. By utilizing these 
characteristics, we can accurately estimate the fre-
quency spectrum of diffuse noise. 

This newly developed intelligent microphone can 
be implemented for various terminals and contribute 
to speech services in noisy environments. 

2.2.   Support for producing meeting minutes
Meetings occur frequently in the business world. 

What was talked about in detailed and complex dis-
cussions is often forgotten a few days later, though, so 
the content is recorded in the form of minutes. That, 
however, is not a simple task and requires consider-
able time. Taking careful notes during the meeting for 
later preparation of minutes makes it difficult to  

Fig. 1.   Concept of the intelligent microphone.
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follow the discussion, and priority on note-taking 
interferes with participation in the meeting.

NTT is developing a service for efficient produc-
tion of minutes for National Diet sessions and the 
Assembly meetings of local governments. As a 
replacement for stenographers, the system supports 
the creation of minutes by using speech recognition 
for speech-to-text conversion. The next development 
target in this project is a system for recording every-
thing that is spoken in business conferences and 
meetings as text. Having the content in text form 
would make it possible to rapidly search for particu-
lar parts of particular meetings and to retrieve the 
results. Because the voice recordings also remain, it 
is also possible to listen to any part of the meeting 
again.

In this work, real-time speech recognition during 
meetings is important. This has multiple advantages, 
one of which is that important comments can be 
tagged at the meeting (Fig. 4). As soon as a speaker 
utters a comment, the content of the utterance is rec-
ognized, transcribed, and displayed on the personal 
computer. Any participants looking at the display can 
tag an important utterance simply by clicking it, 

which is depicted as a green star in Fig. 4. The text 
consisting of only the tagged comments would appear 
as simple meeting minutes. Another advantage is that 
it can be used as a tool for promoting conversation, 
thus extending use beyond the framework as a simple 
meeting minutes creation support system. The system 
in current development has a tag cloud function, 
which displays words that have been used in the 
meeting with high frequency (Fig. 5). When partici-
pants can view the keywords during the discussion, 
they can keep and organize a view of what has been 
said as long as the discussion continues, which is 
likely to stimulate ideas.

Real-time speech recognition also makes it imme-
diately clear which participants speak more and 
which speak less. Also, speakers may create a nega-
tive impression by speaking too rapidly, a manner 
that we should correct. It is difficult to realize how we 
are speaking while concentrating on the meeting, but 
this system may help us by bringing the problem to 
our attention.

Performing real-time speech recognition in this 
way can be expected to increase the productivity of 
meetings. The reason many people think that long 

Fig. 3.   Acoustic signal processing with the intelligent microphone.
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meetings and conferences are not interesting is prob-
ably that daily meetings and other such meetings are 
low in productivity. We believe that speech recogni-
tion can contribute to improving this situation. 
Although minutes production support is one current 
target for this technology, we are moving forward 

with research and development (R&D) aimed at pro-
viding support for the meeting process itself.

3.   Voice activity detection (VAD)

Voice activity detection (VAD) is a basic and essential 

Fig. 4.   Screen display of meeting minutes support system.

Fig. 5.   Tag cloud.
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function for many voice applications that involve 
speech recognition. VAD technology identifies the 
parts of a microphone signal that actually contain 
speech by monitoring the microphone signal input 
and detecting the points where speech begins and 
ends. Errors in detecting those points are a major 
problem that greatly reduces the utility of a speech 
interface for application programs. Detection errors 
can cause the application to react before the user fin-
ishes speaking or result in the application failing to 
react even after the user finishes speaking, causing a 
delay.

One difficult problem in VAD is determining 
whether a short interval is the end of an utterance or 
part of the utterance. NTT has addressed this problem 
by developing a technique to identify the temporal 
density of speech signals that takes the density of 
speech segments into account (Fig. 6). Speech varies 
in a characteristic way as an utterance progresses. By 
processing that variation according to our original 
speech model, we succeeded in extracting the utter-
ance segments of a user with high accuracy. Further-
more, by combining VAD technology previously 
developed by NTT with technology for simultane-
ously executing noise suppression, we were able to 
reduce VAD errors by at least ��% compared to con-
ventional technology, even in a high-noise environ-
ment.

4.   VoiceRex NX2014 real-time DNN speech 
recognition engine

The term deep learning is currently attracting a lot 
of interest in media processing fields such as speech 
recognition and image recognition. Deep learning is 
mainly pattern processing that uses deep neural net-
works (DNNs), where deep refers to many layers in a 
neural network. The use of DNNs has remarkably 
improved the accuracy of speech and image recogni-

tion.
This has surprised many researchers because it had 

been strictly shown mathematically that the represen-
tational power of a neural network of three or more 
layers cannot be increased by adding layers. Never-
theless, when it comes to the question of whether or 
not the representative capability can be controlled by 
using an engineering approach, increasing the num-
ber of layers while restricting the number of nodes 
per layer (as in DNNs) is completely different from 
the conventional approach of increasing the number 
of nodes while keeping the number of layers at 
three.

DNNs are used in speech recognition as an acoustic 
model for determining what phoneme (“ah,” “ee,” 
etc.) is represented by a particular part of the speech 
input (Fig. 7). Conventional techniques have not been 
able to achieve a practical level of recognition accu-
racy when applied to speech recognition in conversa-
tions. With the emergence of DNN, however it has 
become possible to achieve highly accurate conversa-
tional speech recognition.

NTT developed the VoiceRex NX�0�4 speech rec-
ognition engine, introducing DNNs at an early stage. 
One feature of the VoiceRex series is high-speed rec-
ognition processing. However, the high computa-
tional cost of DNNs resulted in slower processing. 
That problem spurred the development of various 
techniques for increasing speed, and the result was a 
speech recognition engine that is capable of process-
ing speed at the same high level as the original sys-
tem. From the standpoint of speech recognition ser-
vice providers, this technology makes it possible to 
provide services with a speech recognition function 
that is more accurate yet just as fast as was possible 
previously. From the user’s viewpoint, the speech 
recognition engine returns highly accurate results 
immediately after the user speaks.

Fig. 6.   VAD taking voice activity density into account.
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5.   Future development

We have described our work on speech processing 
as a core technology for supporting tasks in business 
situations. Language processing and image process-
ing also play important roles in supporting business 
tasks.  By gaining a deeper understanding of human 
language and of the objects that people see and the 

situations that exist around them, we can achieve 
more intelligent support in a wider variety of scenar-
ios through the use of ICT equipment. The NTT labo-
ratories are engaged in R&D of various types of 
media including speech, language, and images. Our 
objective in the future is to provide more advanced 
support for work tasks and for people in general 
through an organic integration of media.

Fig. 7.   DNN speech recognition mechanism.
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