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1.   Introduction

For a business to be successful, it is important for 
the people involved to consider a mental model for 
work relationships. Let us consider one office sce-
nario (Fig. 1). There are two people, a boss (Boss) 
and a subordinate (Mike). The relationship between 
the two is normally positive. One day, Boss yelled at 
Mike in front of everyone. Boss believed that being 
strict is important for guiding subordinates and gains 
a sense of superiority by acting in this manner toward 
Mike. However, Mike feels he is being harassed and 
feels contempt toward Boss. Thus, Boss and Mike 
have opposite interpersonal sentiments, and this 
affects the other people in the office. These unmatched 
emotions can negatively affect relationships if noth-
ing is done. Therefore, it is important to make Boss 

aware that Mike feels contempt toward him in these 
instances. In other words, Mike’s interpersonal senti-
ment for Boss can be predicted, and a function is 
needed that conveys Mike’s sentiments to Boss.

In this article, we describe a way to predict the 
strength of interpersonal sentiment quantitatively. We 
statistically predict the strength of interpersonal sen-
timent by using as little data as possible about office 
employees, for example, just their gender or age 
group, without directly asking them whether or not 
their sentiment has changed. We describe related 
work and our motivation for this research in section 
2. In section 3, we define the interpersonal sentiment 
discussed in this article. We give an overview of our 
approach in section 4. In section 5, we explain the 
proposed interpersonal-sentiment-changing model, 
and in section 6, we describe how to select investigation 
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items in actual environments through statistical anal-
ysis using large-scale data. In section 7, we derive 
prediction formulas using data from target offices. 
We evaluate and discuss the estimation accuracy of 
interpersonal sentiment using these analysis methods. 
We explain two types of visualization systems for 
office managers and for office employees in section 
8. Finally, we give concluding remarks in section 9.

2.   Related work and motivation for this research

In order for businesses that focus on human rela-
tionships to succeed, the businesses cannot ignore 
mental information such as whether people like or 
dislike something. They also must focus their efforts 
on a wide range of people (e.g., office employees, 
students, and teachers) and develop practical inter-
personal-sentiment-estimation tools. Interpersonal 
sentiment has been investigated from two viewpoints, 
psychological and engineering, and extensive 
research has been done on the effects of interpersonal 
sentiment on behavior in personal relationships, for 
example, parent-child interactions, conflict, negotia-
tion, and leadership. A framework that can account 
for current findings and guide future research, called 
the emotions-as-social-information model, has been 
proposed [1, 2]. Many psychology studies have been 
conducted from micro- and internal viewpoints and 
have involved fragmentary trend analysis limited to 
female students or senior citizens. 

There has also been extensive engineering research 
involving data analysis for automatically recording 
human behavior using sensors or radio frequency 
identifiers and web social data [3–5]. Emotion esti-
mation has been investigated using voice and image 
data analyses [6–8]. Such research goals can be 
achieved through engineering technology with which 
people can superficially judge their own emotions by 

sight. That is, if a person smiles but is inwardly angry, 
engineering analysis is adequate in only detecting the 
smile. Thus, many engineering studies have been car-
ried out from macro- and superficial viewpoints. 
However, the aspect of psychology has not been used 
in the engineering field.

As mentioned above, we aim to be able to use men-
tal information in applications targeted for humans. 
However, many psychology studies involved have 
focused on trend analysis rather than quantification, 
so psychology research results are difficult to use in 
applications involving the controlling of human rela-
tionships in the workplace. There is currently a wide 
gap between psychology research and engineering 
research. We have combined psychology with engi-
neering using statistics, and we use these statistics for 
sentiment quantification.

3.   Interpersonal sentiment

In this article, we describe interpersonal sentiment 
as the way another person/other people feel. Interper-
sonal sentiment changes depending on events, and the 
sentiment has two main aspects, negative and posi-
tive. In psychology, interpersonal sentiment consists 
of several factors [9–13]. We focus on three such fac-
tors: like-dislike, respect-contempt, and relief-fear 
because they greatly concern office managers with 
regard to their subordinates.

4.   Approach for predicting strength of 
interpersonal sentiment

We applied a four-step approach (explained below) 
and used the application candidates indicated in 
Fig. 2. With these candidates, we first clarify the 
interpersonal sentiment of one-to-one (1:1) relations 
in single and bi-directions. The application candidates 

Fig. 1.   One office scenario.
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are human relations in offices (target for this article), 
manager training, care support, and fortune-telling. 
The next phase involves clarification of interpersonal 
sentiment in one-to-many relationships (1:n), for 
example, teacher to students. The application candi-
dates for this type of relationship are prevention of 
bullying, evaluation of personal magnetism, evalua-
tion of meetings or lectures, and notifying people of 
breaches in public manners. In the final phase, the 
approach is expanded to many-to-many relationships 
(n:m), for example, department-to-department rela-
tions. The application candidates are evaluations 
between company structures or different companies, 
and remote-meeting support. In this study, we tar-
geted the 1:1 relation of the first phase.

It has not been previously clarified which data are 
needed to predict the strength of interpersonal senti-
ment in actual work relationships. We used a statisti-
cal method in a top-down approach to identify what 
types of data are needed for the sentiment prediction. 
In this approach, we list every conceivable type of 
data and select from those that are useful (variables) 
using regression analysis. We follow the following 
four steps. Steps (1) to (3) are repeated several times 
to increase the prediction accuracy.

(1)	� Design of interpersonal-sentiment-changing 
model

(2)	� Selection of investigation items in actual 
offices through statistical analysis using large-

scale data
(3)	� Derivation of prediction formula using actual 

target office data 
(4)	� Visualization on personal computers (PCs) 

and smartphones
These steps are described in more detail in the follow-
ing sections.

5.   Design of interpersonal-sentiment- 
changing model

We developed a model reflecting how our interper-
sonal sentiments are constructed. A conceptual dia-
gram for changing interpersonal sentiment depending 
on the event is shown in Fig. 3. The x-axis is the flow 
of time, and the y-axis is the strength of interpersonal 
sentiment y. In Fig. 3, we use the interpersonal senti-
ment factor of respect-contempt as an example. The 
strength of the sentiment is on a 5-point scale, where 
1 represents great respect and 5 represents great con-
tempt, with 3 being neutral.

Let us consider the scenario using Fig. 1. Two 
people, Boss and Mike, a subordinate, are in an 
office. They initially respect each other. When event 
A occurs in which Boss yells at Mike in front of 
everyone, Mike feels bad due to Boss’ action (stage 
1). The strength of interpersonal sentiment regarding 
respect-contempt before this event y(tA) decreases 
from 2 (respect) to 4 (contempt) after the event 

Fig. 2.   Approach used in sentiment quantification.
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y(tA+Δt). However, with time, we usually cool down 
and return from contempt to a more positive senti-
ment, 3 (neutral), before the next event (event B) y(tB) 
(stage 2). In other words, Mike’s sentiment toward 
Boss becomes stable over time. After a certain period, 
event B occurs with similar results to event A. Thus, 
we argue that stable interpersonal-sentiment results 
by repeating the combination of stages 1 and 2 sev-
eral times. Thus, we consider the basic model as 
consisting of two stages depending on the event. 

The prediction goals are as follows. 
(1)	 Small number of variables needed for prediction

We use a regression formula for the interpersonal-
sentiment prediction. The regression formula devel-
oped using general regression analysis has many 
variables. Therefore, when we calculate the predic-
tion using the regression formula, we need to prepare 
the data for these variables. When considering the 
load for the formula user, we have to reduce the num-
ber of variables. Our goal is to have fewer than ten 
variables. 
(2)	 Estimation accuracy

The estimation accuracy of interpersonal-sentiment 
strength should be approximately 60–70% with a +/– 
0.5 margin of error when using a 5-point Likert scale 
to rate the three factors mentioned in section 3. We 
preliminarily interviewed office managers regarding 
prediction accuracy, and they said that achieving a 
level of accuracy of approximately 80% was not nec-
essary at first because there has been no quantifica-
tion of interpersonal sentiment in office environ-
ments. They wanted to detect signs of deteriorating 
situations in the workplace, even if they might be 

wrong. Therefore, prediction accuracy should be set 
to higher than 60% on a 5-point Likert scale, although 
the accuracy rate is 20% stochastically. 

6.   Selection of investigation items in actual 
offices through statistical analysis using 

large-scale data

In this section, we explain the process used to 
gather and analyze data.

6.1   Acquisition of large-scale data
We gathered calculation data based on our interper-

sonal-sentiment-changing model illustrated in Fig. 3. 
We gathered 130 potential explanatory variables for 
predicting interpersonal sentiment that were referred 
to in previous psychology and engineering research.
(1)	 Static variables of responses about oneself

•	� Gender, age group, marital status, with/without 
children, relatives living together, personality

•	� Occupation, number of employees in company 
and office, one’s status in the office, one’s value 
judgment of others

(2)	� Static variables of responses about others in the 
office

The others’ statuses in the office, gender, age (older 
or younger), distance of desk from others (whether 
two people sit near each other), things in common 
(e.g., school, hometown, and experiences), how they 
spend private time, communication tools often used 
with others (e.g., LINE (social networking app), 
voice, or email) and duration (e.g., 10 minutes or 1 
hour), and how much private information is shared 

Fig. 3.   Interpersonal-sentiment-changing model.

Basic model based on event A

Time t

y (tA)

y (tn): Strength of interpersonal sentiment at time tn

tA: Before event A occurred
tB: Before event B occurred

S
tr

en
gt

h 
of

in
te

rp
er

so
na

l s
en

tim
en

t
y

(t
) 

Event A occurs

Great respect

Great contempt

With time

Event B occurs

Stage 1

Stage 2

1

5

3

Basic model based on event B

tA

y (tB +   t)

y (tA +   t)

y (tB)



Regular Articles

5 NTT Technical Review

via work email (e.g., if the other is on familiar terms, 
messages may contain private information such as an 
invitation to dinner or news about the family.).
(3)	 Interpersonal sentiment-related variables 

•	� We included 83 types of events that may change 
interpersonal sentiment in the office, for exam-
ple, power harassment or consoling others 
regarding work problems.

•	� Respondents’ sentiment when the event occurred 
and its strength on a 5-point scale. We use Plut-
chik’s eight primary emotions [14] as the mea-
sure of one’s emotions, that is, rage, terror, vigi-
lance, ecstasy, admiration, amazement, grief, 
and loathing.

•	� Respondents’ condition such as health and dead-
lines

•	� Initial strength of interpersonal sentiment for 
each factor with regard to other office staff mem-
bers

•	� First impressions of others
A large amount of data is needed for statistical 

analysis. We used a web questionnaire as an efficient 
data-gathering tool for the short term. The web ques-
tionnaire was conducted in January 2012. We 
obtained about 9000 responses.

6.2   �Features of web questionnaire data and prob-
lem from viewpoint of statistical analysis

(1)	 Features 
Sentiment is subjective; therefore, we have to pre-

pare various choices in order to obtain the truest pos-
sible responses. In the first-impression investigation 
mentioned in section 6.1, we prepared a multiple-
choice question asking respondents to choose 10 out 

of 94 items on what is important regarding first 
impressions. Each person reacts differently to words, 
so even if the same impression term was shown, for 
example, on the appearance of a good-looking man, 
we provided several words such as cool, cute, good, 
and smart. In our questionnaires, the respondents all 
chose the first 6 question items, and the other 4 were 
random throughout the remaining 88 items.
(2)	 Problem 

As a result, 84 items were not chosen, resulting in a 
huge amount of missing data, about 90% (shaded 
region in Fig. 4). Therefore, the method of conven-
tional statistical analysis makes analysis difficult.

6.3   �Sparse factor regression analysis with large 
amount of missing data

We used a missing-data algorithm to estimate sev-
eral of the regression-formula parameters. Regarding 
our data problem described in section 6.2, we have to 
determine why the data are missing. Rubin classified 
the following three types of missing-data mecha-
nisms [15]. The analysis method differs depending on 
which mechanism is assumed. These mechanisms 
describe the relationships between measured vari-
ables and the probability of missing data. 
(1)	 Missing completely at random (MCAR)

The MCAR mechanism means that data are miss-
ing independently of both observed and unobserved 
data.
(2)	 Missing at random (MAR)

The MAR mechanism means that when the 
observed data are given, data are missing indepen-
dently of unobserved data.
(3)	 Missing Not at Random (MNAR)

Fig. 4.   Large amount of missing data.
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The MNAR mechanism means that missing obser-
vations are related to values of unobserved data.

We assume that the missing data (unobserved data) 
are due to the variable not being chosen from the 
response. Therefore, we assume the MAR mecha-
nism can be used. We conducted a factor analysis that 
can be used even if there is a large amount of missing 
data. Moreover, the factors not derived from factor 
analysis must be used in regression analysis. We want 
to minimize the number of useful explanatory vari-
ables for interpersonal-sentiment prediction dis-
cussed in section 5, even though we listed many 
candidate variables. Because variables (explanatory 
variables in regression analysis) may be used as input 
items in business, for example, in human-relation 
predictions in an office, having a large number of 
explanatory variables makes the prediction formula 
cumbersome and complicated. 

The variables chosen from sparse regression mod-
eling are used as the explanatory variables of the 
interpersonal-sentiment-prediction formula. The 
number of variables is small, which leads to better 
privacy protection in service systems because such 
systems do not need to keep user data that are not 
necessary for sentiment prediction. As the number of 
variables decreases, the input load decreases when 
using the prediction formula.

In this article, we focus on sparse factor regression 
analysis, and we describe the proposed analysis 
method based on a large amount of missing data as 
follows. Let the predictor and responses be xn and yn, 
respectively. In the factor regression model, predic-
tion can be done directly by m latent factors fn as fol-

lows:

xn = Λfn + ξn, yn = ΘTfn + εn,� (1)

where Λ and Θ are factor loadings, and ξn and εn are 
error variables. The joint distribution (xn, yn) can be 
expressed as

(xn
yn) = ( µ

a) + ( ΛΘT) fn + (ξn
εn ).� (2)

The above equation can be regarded as a standard 
factor model: 

x̃n = µ̃ + Λ̃fn +  ξ̃n,� (3)

where x̃n = (xn
T, yn

T)T, µ̃ = (µT, aT)T, Λ̃ = (ΛT, Θ)T, and  
ξ̃n = (ξn

T, εn
T)T. Therefore, we can directly use an esti-

mation algorithm of the factor-analysis model to 
obtain the solution. An efficient algorithm when a 
large amount of missing data is involved is detailed in 
previous papers [16, 17].

6.4   Evaluation results
We proposed the regression formulas for calculat-

ing y(tA+Δt) in Fig. 3 using the method described in 
section 6.3 (Fig. 5). There are several regression 
analysis models for obtaining prediction formulas 
(regression formulas). We used a linear regression 
model because it is easier to interpret with derived 
explanatory variables than a non-linear model. More-
over, when we create a graph of discrete values for 
each variable, the graph shape is not a curve fitting a 
non-linear model. 

The regression formulas and their measured accu-
racy of interpersonal sentiment are listed in Table 1.

The strength of interpersonal sentiment y based on 

Fig. 5.   Overview of factor regression.
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the linear model shown on the y-axis in Fig. 3 is 
expressed as follows:

y = b + a1x1 + a2x2 + a3x3 + … + aixi,� (4)

where b is a constant and ai is a coefficient of explan-
atory variable xi (input items of prediction formulas). 
Three factors of interpersonal sentiment are described 
in section 3. Our prediction goal was to have ten or 
fewer variables to reduce the formula user’s load, as 
explained in section 5. In selecting explanatory vari-
ables, we first ensure that the absolute value of ai is 
not close to zero since we are using sparse factor 
regression. Greater absolute values of ai are useful to 
estimate y for each factor of interpersonal sentiment. 
The prediction accuracies listed in Table 1 are the 
averages of 5-fold cross-validation. We evaluated the 
prediction accuracy with and without segmentation 
of all data. 

As a result, the prediction accuracy for all three fac-
tors was more than 60% without segmentation. We 
confirmed a prediction accuracy of approximately 
70–80% when the data set was divided into several 
segments using explanatory variables of greater abso-
lute values of ai, types of events x2, or initial strength 
of interpersonal sentiment before an event occurred 
x1.

We also found that the approximately 60% accura-
cy was for all three factors involving only four to six 
variables (see Table 1, the number of ai variables). 
The useful variables were x1, the initial strength of 
interpersonal sentiment before an event occurred, x2, 
types of events, and x4, one’s judgment value of oth-
ers. That is, only up to ten input items at most can be 
obtained from the prediction formula in which the 
prediction accuracy is higher than 60%. Conversely, 
about 120 input candidate items out of the 130 items 

described in section 6.1 were not useful for predicting 
interpersonal sentiment. 

7.   Derivation of prediction formula using 
actual target office data

Here, we describe how we derived prediction for-
mulas using actual data.

7.1   �Problems in gathering data in actual office 
environment 

Statistical analysis is generally necessary for large 
amounts of data to derive prediction formulas. How-
ever, there are two problems with the field data of 
actual target offices, as shown in Fig. 6 and as fol-
lows.
(1)	 Problem 1

In an actual office, events in which interpersonal 
sentiments change do not occur frequently. There-
fore, a long investigation period such as more than 
half a year is necessary to acquire an adequate 
amount of sample data for general statistical analysis. 

During a long investigation period, however, per-
sonnel changes occur regarding those who are gather-
ing data to develop the prediction formulas. More-
over, office workers who are the subjects of such an 
investigation bear a heavy burden; thus, the quality of 
gathered data decreases.
(2)	 Problem 2

We generally used Bayesian estimation for time-
series and small-scale data. The derived prediction 
formulas using conventional Bayesian estimation 
consist of many variables. In conventional Bayesian 
estimation, Markov chain Monte Carlo (MCMC) 
methods can often be used. MCMC methods find an 
optimized answer from repeated computations.  

Table 1.   Regression formulas and accuracy rates of interpersonal sentiment factors.

Factor of
interpersonal

sentiment

Accuracy 
(%) 

Constant

Note: without segmentation

Strength of interpersonal sentiment y 
y = b + a1x1 + a2x2 + a3x3 + … + aixi

x1: strength of interpersonal sentiment before event occurred; x2: type of event; x3: type of one’s sentiment when event occurs;
x4: one’s judgment value of others; x5: personality; x6: one’s circumstances; x7: relatives living together

b

Coefficient ai of explanatory variable xi

a1 a2 a3 a4 a5 a6 a7

Like/Dislike 62.6 3.8 –1.5 0.4 0.1 0.4     

Respect /Contempt 63.3 3.6 –1.2 0.2 0.2 0.1 0.2   

Relief /Fear 64.3 3.8 –1.5 –0.5 0.1 0.2 0.1 –0.2 
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However, they have heavy computational loads. 
In contrast, when we want to minimize the number 

of variables of a prediction formula, we generally use 
sparse regression modeling. However, the conven-
tional Bayesian estimation cannot use the standard 
lasso algorithm (sparse regression modeling). 

7.2   Sparse Bayesian estimation method 
In this subsection, we describe the method of sparse 

Bayesian estimation.
7.2.1   �Prior distribution of Bayesian estimation 

using the analysis results of large-scale data
The proposed Bayesian estimation method is 

depicted in Fig. 7. To overcome problem 1, we use 

the analysis results of large-scale data through Bayes-
ian estimation. As mentioned in section 7.1, conven-
tional Bayesian estimation is useful to obtain an 
optimized answer from repeated computations such 
as with an MCMC method. To obtain an optimized 
answer with fewer repeated computations, it is 
important to set appropriate values to the prior distri-
bution. To set the appropriate prior distribution, we 
propose using the analysis results of sparse factor 
regression analysis of a large-scale data set gathered 
from web questionnaires, as described in section 6.1. 
The data set involves the same kinds of jobs as in 
actual target offices. Bayesian estimation is generally 
used as a normal distribution for the prior distribution. 

Fig. 6.   Process of deriving prediction formula for actual office.
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Our proposed method uses the regression coefficient 
distribution obtained from sparse regression analysis 
for the prior distribution of Bayesian estimation devel-
oped using data set 1 in Fig. 7.

7.2.2   Sparse Bayesian estimation method
To overcome problem 2, we use our method called 

the sparse Bayesian estimation method to carry out 
Bayesian estimation and sparse regression. 

We focus on the logarithm of posterior distribution 
on Bayesian estimation used in sequential learning 
from a few events, which becomes a quadratic func-
tion. Bayesian estimation is unified sparse regression 
that can refine the variables of a prediction formula. 
We estimate the posterior mode instead of the poste-
rior mean. The estimation of the posterior mode cor-
responds to the penalized maximum likelihood esti-
mation. The prior distribution is assumed to be a 
multivariate-normal distribution; therefore, the poste-
rior distribution is also a multivariate-normal distri-
bution, which implies the standard algorithm used in 
the lasso-type estimation, for example, the coordinate 
descent algorithm, can be directly used.

The detailed algorithm is described below. The 
explanatory variables (e.g., gender and age) before an 
event are denoted as X, and the response variable 
(degree of connectiveness after the event) is denoted 
as Y. We conduct linear regression analysis to esti-
mate Y from X, but the number of observations is 
often small. In this case, the estimator θ̂ may be 
unstable. To address this issue, we obtain a stable 
estimate by using θ̂web, the estimator of parameter θ. 
Specifically, we use the following posterior distribu-
tion: 

p(θ|θ̂web, Y, X) ∝ p(Y |θ, θ̂web, X)p(θ|θ̂web).� (5)

Note that both likelihood function p(Y |θ, θ̂web, X) and 
prior distribution p(θ|θ̂web) are multivariate-normal 
distributions; therefore, the posterior distribution is 
also a multivariate-normal distribution. The loga-
rithm of likelihood function can then become qua-
dratic.

We consider the sparse estimation of θ via L1 regu-
larization such as the lasso. Instead of using the nega-
tive log-likelihood −log p(Y |θ, θ̂web), we use −log p
(Y |θ, θ̂web)−log p(θ|θ̂web). As described above, log p
(Y |θ, θ̂web)−log p(θ|θ̂web) takes a quadratic form with 
respect to θ. When we substitute the above quadratic 
function with the loss function of the lasso, we can 
directly use the standard algorithm of the lasso.

7.3   Diary method
We gathered the actual target office data using the 

diary method that we designed based on the interper-
sonal-sentiment-changing model shown in Fig. 3. 
Office employees had to keep a daily diary that 
includes information such as other staff members’ 
names, events, and the changes in the strength of their 
interpersonal sentiments. Approximately 30 of the 
130 candidate investigation items were selected 
through the sparse regression results described in sec-
tion 6.4, including correction items for the target 
office.

The 30 investigation items were as follows.
(1)	 One-time investigation items 

•	� Gender, age-group, marital status, with/without 
children, personality

•	� Types of occupation, one’s status in the office, 
one’s value judgment of others 

•	� Strength of three factors mentioned in section 3 
at the initial state for every office staff member

(2)	 Everyday investigation items 
•	� An event that was selected from 83 types of 

events and Plutchik’s eight emotions mentioned 
in section 6.1, a 5-point scale on the strength of 
factors for interpersonal sentiment, and respon-
dents’ condition and situation such as overall 
health and deadlines.

•	� Staff member’s name involved in the event
•	� Strength of three factors for interpersonal senti-

ment mentioned in section 3 after the event for 
all office staff members.

The prediction was y(tA+Δt) as shown in Fig. 3, and 
the correct answer values of y(tA+Δt) are the strength 
of the three factors after the event.

The data obtained using the diary method to inves-
tigate human relations were gathered in four actual 
offices of an NTT Group company from Oct. 24 to 
Dec. 15, 2014. The data were input using an HTML 
(Hypertext Markup Language) interface. Since the 
interpersonal-sentiment data of office employees 
were very sensitive, the employees were allowed to 
answer the questionnaires in the privacy of their 
homes, as more accurate human-relation data could 
be gathered.

The basic analysis results of gathering data were as 
follows.
(1)	 Office staff (respondent) attributes

•	� Offices (departments): Marketing x 2, Develop-
ment x 2; total of 4 offices

•	� Males: 17, females: 7 
•	� Positions: department managers: 4, department 

chiefs: 2, staff members: 14, temporary staff 
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members: 4
(2)	� Number of events that occurred over two 

months: 167
•	 Positive events: 136
•	 Negative events: 31

(3)	� Examples of main positive events 
•	� Had a positive conversation (mainly marketing 

offices)
•	� Participated in the same event, drink party, or 

workshop (all offices)
•	� Helped someone with his/her work (all offices)

(4)	� Examples of main negative events
•	� Looked down on people (mainly marketing 

offices)
•	� Refused to take responsibility for problems 

(mainly development offices)
•	� Exhibited bad manners (mainly marketing offic-

es)

7.4   Evaluation results and discussion
The evaluation results are shown in Fig. 8. The 

x-axis is the number of events, and the y-axis is the 
prediction accuracy. We analyzed 167 events that 
occurred during the two-month investigation period. 
The factor of interpersonal sentiment was respect-
contempt. Data set 1 consisted of about 3100 data 
samples. The straight green line is the prediction 
accuracy using sparse factor regression analysis dis-
cussed in section 6.3 by using all 167 events. The blue 
line is the prediction accuracy using the conventional 

Bayesian estimation method, and the grey line is the 
prediction accuracy using the proposed sparse Bayes-
ian estimation method. The weight coefficient τ of the 
initial distribution with the proposed sparse Bayesian 
estimation method was 1.0. The initial distribution 
with the conventional Bayesian estimation method 
was assumed to be uniform (τ = 0).

We checked which of the two methods converged 
more quickly to the straight line of 67% (desired 
value) estimation accuracy. Calculations using both 
methods were started after ten events. The input items 
were sequentially input using both methods in the 
order the events occurred. The prediction accuracy of 
the two methods took an average of five times for 
two-fold cross-validation of the data of all 167 events.

Both methods began to converge from about 85 
events. However, the estimation with the proposed 
method was more stable than that with the conven-
tional method. That is, the proposed method had less 
dispersion in estimation accuracy than the conven-
tional method. Therefore, the convergent start point 
of both methods was almost the same; however, the 
proposed method became stable faster than the con-
ventional method. There were four useful variables: 
the initial strength of interpersonal sentiment before 
an event occurred, types of events, types of occupa-
tion, and personality.

Next, we estimated the accuracy enhancement 
regarding the respect-contempt factor. We focused on 
the regression coefficient of all data using our diary 
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method. The explanatory variables of a large regres-
sion coefficient were gender (= 0.2) and event type (= 
0.4). In this article, we have focused on event type, 
which were segmented into positive and negative 
events. There were 136 positive events and 31  
negative events out of the total 167 events. There 
were too few negative events for our sparse Bayesian 
estimation method; therefore, we used the 136 posi-
tive events. After data cleansing, we analyzed 111 
positive events. The prediction accuracy takes an 
average of five times for two-fold cross-validation of 
office data for the 111 positive events. The prediction 
accuracy was 77%—about 10% higher—by segmen-
tation. Thus, we achieved our prediction goals of 
obtaining more than 60% prediction accuracy and 
having ten or fewer variables.

The proposed method converged at about 60 events, 
and the conventional method converged at about 80 
events. That is, the proposed method converged with 
about one-fourth fewer events than the conventional 
method. The diary method we used required 30 days 
to gather the data on 60 events. Thus, we obtained a 
prediction formula after at least 20 days of learning 
using the proposed method. This 20-day learning 
period is sufficient for practical use.

8.   Visualization on PCs and smartphones

To our knowledge, no studies have been done on the 
visualization of human personal relationships from a 
psychological point of view. We implemented two 
types of visualization systems. One is for office man-
agers or human resources staff, and the other is for 
general office staff.

8.1   Visualization system for office managers
We attempted to visualize the change in the predic-

tion of invisible interpersonal sentiment as a tool for 
managers. We implemented a visualization system as 
shown in Fig. 9. We prepared two types of visualiza-
tion displays, a single (Fig. 9(a)) and a comparative 
visualization screen (Fig. 9(b)). We assumed an 
actual office scenario in which interpersonal senti-
ment changes and is easy to visualize in an actual 
office. In this visualization system, the privacy of 
responses and an interface for observers were not 
considered. We will investigate these issues as future 
work. The comparative visualization display (b) has 
the same functionality as display (a). The difference 
is that the interpersonal-sentiment variation in two 
different departments can be compared for the same 
events. For example, we can see the difference in 

interpersonal-sentiment variation between an engi-
neering department and a marketing department. 

The system requirements for visualization are as 
follows. 

Operating system (OS): Mac OS X 10.8.4, HTTP 
(Hypertext Transfer Protocol) server: Apache 
2.2.22, runtime: JDK (Java Development Kit) 
7.0_45, browser: Firefox 25, processor: 1.3-GHz 
dual core Intel Core i5, memory: 4-GB 1600-MHz 
LPDDR3, storage: 256 GB.

8.2   Visualization system for office staff 
In this section, we describe the system to visualize 

how an office staff member is feeling. The visualiza-
tion target is the sentiment of a person, so it is very 
sensitive. It is necessary to carefully investigate 
changing interpersonal sentiments, depending on 
who observes the human relations that are visualized. 
It may be necessary in some cases, for example, when 
the information made visible is viewed by individual 
office workers in the workplace, to add minor falsifi-
cations of the true predicted values tuned to improve 
human relations, or to refrain from showing direct 
information about the people involved in order to 
protect privacy. To prevent information displayed 
from being seen by others in the workplace, we 
implemented the system on smartphones; therefore, 
users can input data in a private space.

The following components are involved in the visu-
alization process.

First, the gender, age, and position of the person we 
want to visualize in the organization have to be set. To 
simplify the relationship information, we decided to 
allow only the following two types of individuals to 
be set: 

(1)	 One who provoked an event
(2)	� One who is affected by having witnessed the 

event
The prediction of the sentiments between the two 

set individuals was executed by using the formula 
mentioned in section 7.2. The data collected from the 
diary method during in-context experiments were 
used. 

The visualization system was designed as an appli-
cation for smartphones and implemented on a smart-
phone. The specifications of the smartphone were as 
follows.

Smartphone: AQUOS SERIE mini SHV31, central 
processing unit (CPU): MSM9874AB 2.3-GHz 
Quad-core, memory: 2 GB, storage: 16 GB, OS: 
Android 4.4.
In consideration of client-side processing constraints 
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and the high privacy level of manipulated data and 
results, we implemented the proposed sparse Bayes-
ian estimation method mentioned in section 7.2 using 
R language, and events or user information files were 
run or stored on an Apache server. 

The server specifications were as follows.
CPU: Intel Core i5-2400 3.1-GHz Quad-core, 
memory: 8 GB, storage: 128 GB, OS: Windows 10 
Pro 64 bit, HTTP: Apache 2.4.17.
The displayed images are shown in Fig. 10. The 

display combined actual and predicted data; the pre-
dicted data were displayed after displaying the actual 
data collected as the training data set. Specifically, 

relationships should be expressed through a quiz-
style interface such as “Here is the current relation-
ship status; choose the next action and see how the 
relationship turns out” (Fig. 10(a)). A warning may 
be displayed when a prediction mismatch occurs 
(chosen action leads to relationship deterioration). 
The scenario illustrates the case of monitoring the 
relationship between colleagues or between full-time 
and temporary employees. Therefore, the application 
is suitable for both managerial and subordinate posi-
tions. For example, it is possible to input an event 
such as one that may lead to power harassment, 
whether you are the actor (the person who provoked 

Fig. 9.   Visualization for office managers.
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the event), the receiver (the person who suffered from 
the event), or the observer (the person who observed 
the event). The interface to visualize the prediction of 
the relationship depending on an event can be a  
quiz-style interface such as the one mentioned above: 
“Here is the current relationship status; choose the 
next action and see how the relationship turns out.” 
The major functionalities are as follows.

•	� Input the identification of the person(s) whose 
relationship you care about.

•	� Input the related event.
•	� For the user interface, only the top ten most fre-

quent events are displayed first.
•	� For screen size and readability, the event catego-

ry is selected first; then five to ten concrete 
events are listed.

•	� Select what action you think would be appropri-
ate next to improve the relationship. 

•	� Display the quiz results and prediction accuracy 
for reference by pressing the relationship-predic-
tion button (Fig. 10(b)).

We used simple sentiments to more easily under-
stand the prediction results, that is, whether the 
selected next action would be a positive choice. We 
have conducted demonstrations of this system many 

times, and it was well received based on the opinions 
of attendees.

9.   Conclusion

The utilization of mental data is important for a 
business to be successful. In this article, we explained 
an interpersonal-sentiment-changing model and pro-
posed two analysis methods to quantitatively estimate 
changes in interpersonal sentiments in an office by 
using psychological research and statistical data. The 
first proposed method is a data analysis method that 
assumes the MAR mechanism, even if about 90% of 
data is missing. This method is also simultaneously 
used for sparse regression modeling and factor 
regression analysis. The second method was a sparse 
Bayesian estimation method for time-series and 
small-scale data. For appropriating prior distribution 
of the method, we used large-scale data that had 
similar attributes to actual workers in the target 
offices. The large-scale data were gathered using web 
questionnaires, and the small-scale data of actual 
target offices were gathered using a diary method.

With these methods, we achieved a prediction accu-
racy of more than 60% without segmentation and ten 
or fewer variables. When we segmented a data set 
using a variable of a large regression coefficient, the 
prediction accuracy increased by about 10%.

We finally implemented two types of visualization 
systems for office managers and for office staff mem-
bers. Managers can monitor a subordinate’s human 
relations on a PC, and staff members can monitor 
relations on smartphones. We demonstrated the visu-
alization systems using actual office data. The dem-
onstrations were well received based on the com-
ments of attendees.
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