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1.   Current state of media services

In the television (TV) corners of large consumer 
electronics retailers nowadays, most of the TV sets 
are 4K-compatible. With the ongoing advances in the 
resolution of consumer video cameras and digital 
cameras, we are now starting to see 4K TV broadcast 
services, and even trials of 8K broadcasting. The 
move to higher resolution is also driving development 
in the audio market, and it is expected that this trend 
will continue in the future as the world’s media-
related services and products migrate towards higher 
definition and higher resolution.

In addition to this market trend, 2016 has also been 
called the first year of the virtual reality (VR) era due 
to the emergence of various products and services 
using VR and/or augmented reality (AR), especially 
in the game/amusement sector. In addition to special-
ist VR/AR equipment, the market is now awash with 
inexpensive head-mounted displays (HMDs) and 
smartphone-based VR/AR applications, and we are 
starting to see a wide variety of content being aimed 
at these terminals. For example, Pokémon GO was a 
major success around the world and became the first 
such application to really capture the public’s imagi-
nation.

Meanwhile, amusement parks and movie theaters 
aim to provide a more realistic viewing environment, 

and in addition to making advances in three-dimen-
sional (3D) video and higher-quality audio with more 
channels, systems such as MX4DTM [1] and 4DX® 
[2] are also incorporating other elements besides 
audio and video in order to stimulate the other senses 
with, for example, vibrations, water sprays, mists, or 
aromas. When combined with audio and video being 
displayed in front of the audience, these services pro-
vide an even greater sense of realism. Services of this 
sort have been a popular feature of amusement parks 
for many years, and efforts are being made to advance 
this technology into movie theaters so that a trip to 
the movies will become more of an experience than 
simply watching a film. 

There are also facilities that achieve a heightened 
sense of realism with audio and video by projecting 
video productions onto 360° screens or dome-shaped 
screens, or by covering the audience’s field of view 
with three screens (in front and on both sides) [3], and 
we are expecting to see more movie theaters and 
other entertainment facilities introducing immersive 
environments in the future.

2.   Current state of the entertainment sector

In the field of sports, attending games and competi-
tions has been a popular past time for many years. 
However, not everyone is able to attend such events at 
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the venues where they are occurring. Consequently, 
public viewings are becoming more common in 
Japan for games and competitions that attract a lot of 
interest, especially when Japanese teams are compet-
ing at international events. Various forms of public 
viewings are held in places such as sports stadiums 
and public halls so that the action can be enjoyed by 
fans who were unable to travel to the actual venue. 

Meanwhile, movie theaters are showing non-movie 
content (ODS: other digital source) during intervals 
in movie screenings and are promoting measures 
aimed at attracting new customers. It is predicted that 
by 2020 this will have grown into a ¥63.3 billion 
market (including ¥31.8 billion for live broadcasts) 
[4]. Sports-related public viewings are often held free 
of charge, but we are starting to see viewings that 
charge an entrance fee. As progress is made in the 
resolution of issues relating to content rights, there 
will probably be a growing number of monetized 
cases.

In the area of music entertainment, the music indus-
try has known for many years that sales of packaged 
music such as compact discs are set to decline and is 
shifting towards holding live events where music fans 
can get a once-in-a-lifetime experience even if the 
artist is playing the same set list. 

Compared with western countries, Japan still has 
relatively strong sales of packaged music, but the 
number of live performances is rising, and it is no 
exaggeration to say that this is part of a major world-
wide trend [5]. Although the live music market is 
continuing to grow, many concerts offer new experi-
ences through the use of elaborate stage productions 
and gimmicks to ensure that the appetite of audiences 
for repeated viewings is undiminished. The latest 
technologies and production methods are being intro-
duced for this purpose, and we can expect this trend 
to continue into the future.

Digital technology has also recently been used in 
various ways for productions other than music con-
certs. Many different types of works based on comics, 
films, and role-playing games are showcased on stage 
with the latest digital technology, and it is possible to 
reproduce the world view of the original creator to a 
high degree and to enhance the audience experience. 
The latest digital technology has also been incorpo-
rated into traditional stage performances. In a produc-
tion of The Tempest at the Shakespeare Theatre in 
London [6], motion capture and projection mapping 
technologies were used to create mysterious special 
effects even within a traditional theatrical production. 
In Japan, performances that combine traditional 

kabuki theater with the latest projection mapping 
techniques have attracted considerable interest.

3.   NTT’s vision of immersive UX services

At NTT, in light of the abovementioned market 
trends, we aim to create immersive user experience 
(UX) services to provide audiences with new experi-
ences. To realize this goal, we aim to develop various 
applications, including ultra-immersive public view-
ing, where people can experience the strength and 
speed of the world’s top sports players even when 
they are far away from the actual sporting venue, 
ultra-immersive live viewing, where people at a 
remote location can enjoy traditional performing arts 
in the same way as people in the theater or hall where 
the performance is actually taking place, enhanced 
live performances, where people can experience 
something newer than an ordinary live performance, 
and stadium solutions, where people can experience 
seeing a sports match in person, but with a great deal 
of added fun.

3.1   �Ultra-immersive public viewing and live view-
ing

The aim of ultra-immersive public viewing and live 
viewing (Fig. 1) is to implement a world where sports 
events or live performances can be transmitted in 
their entirety to remote locations, where people can 
experience the events as if they were there them-
selves. During large international sporting events, we 
already have public viewings using video footage 
displayed on large screens in stadiums throughout 
Japan. However, this is not a highly immersive expe-
rience. Instead, we aim to use a combination of dis-
play control technology that enables people to view 
the event as if they were in the same venue as the 
sports players or performers, presentation control 
technology that enables the audience to feel as if they 
had entered an actual sports venue, and audio tech-
nology that enables them to experience new sounds. 
Furthermore, we aim to provide a new viewing expe-
rience by detecting and tracking the subjects appear-
ing in the video images and linking them to various 
kinds of metadata, resulting in a service that would be 
impossible to implement with TV broadcasting.

3.2   Enhanced live performances
We are looking at ways of providing greater emo-

tional impact in traditional performing arts (Fig. 2). 
Since 2016, NTT has been providing technology to 
the Cho-Kabuki series of events in partnership with 
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Dwango Co., Ltd. and Shochiku Co., Ltd. in order to 
provide new performance events by combining the 
traditional art of kabuki with modern technology. We 
have also been working at identifying potential appli-
cations for this technology and extracting new techni-
cal issues.

3.3   Stadium solutions
A stadium solution (Fig. 3) is a way of entertaining 

spectators at a sports event before and after the game, 
and increasing their enjoyment of the game itself so 
that people will want to visit the stadium even on days 
when no games are taking place. In this way, we aim 
to revitalize stadiums and their surroundings. For 
example, NTT is working on the creation of a showcase 

Fig. 1.   Ultra-immersive public viewing concept.
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Fig. 2.   Enhanced live performances.
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where people can use VR technology to experience 
what it would be like to face balls thrown or hit 
towards them by professional baseball and tennis 
players, and is evaluating its feasibility as a VR  
experience.

4.   Main technological components of an 
immersive UX service

We can provide new ways to enjoy sports by allow-
ing people to see and hear things that they would not 
normally be able to experience. This opens the door 
to a completely new way of looking at sporting 
events. One technology that can be used to implement 
such a system is called free-viewpoint video synthe-
sis technology [7]. This enables people wearing 
HMDs to watch sports from the viewpoint of a 
restricted part of the stadium that they cannot enter. 
The use of high-speed cameras makes it possible to 
show viewers the exact course traveled by the ball 
and players, and high frame rate video encoding tech-
nology can be used to compress the video pictures 
with high definition and a high frame rate to show 
subtle movements and differences in dynamism [8].

In addition, the use of surround video stitching and 
synchronous transmission technology makes it pos-
sible to realize a super high definition panoramic 
video picture covering the entire field of view instead 
of simply presenting the pictures on a large TV screen 

as in previous public viewings [9]. The use of wave 
field synthesis technology can position a sound image 
at the location of the subjects shown in the video, or 
at a position away from the front of the display 
screen, enabling multiple audience members to expe-
rience relayed sound without having to provide sepa-
rate headphones or other audio devices for each 
individual [10]. 

Furthermore, the use of goggle-free 3D video 
screen technology that enables the viewing of stereo-
scopic images without having to wear 3D goggles 
will make it possible to provide a completely new 
kind of highly immersive experience [11]. To convert 
images into 3D, it is necessary to extract the subject 
of interest from video pictures captured from many 
different angles by means of arbitrary background 
real-time object extraction technology [12]. For 
sports and entertainment events, we must consider 
how accurately this can be done in real time against 
backgrounds that contain moving objects.

In addition, by displaying various additional infor-
mation together with the audiovisual content, we can 
enhance people’s enjoyment of sports and entertain-
ment events and help them to learn about the players 
and performers. This increases the appeal of relayed 
broadcast events. An important component of such 
systems would be moving object detection technolo-
gy that can detect the positions and postures of play-
ers on a sports field and of performers on a stage [13]. 

Fig. 3.   Stadium solution concept.
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We expect that this will be the subject of active 
research and development in the future.

5.   Future prospects

In addition to the technologies introduced here, the 
NTT Group is pursuing open innovation in various 
fields to create new kinds of immersive UX services 
based on diverse media processing and communica-
tion technologies. As a result, although we are cur-
rently pursuing many technologies with a view to 
business development, there are still many others that 
remain at the level of feasibility studies. Going for-
ward, we will continue to pursue open innovation 
with various players in order to establish media pro-
cessing and communication technologies and create 
services that can be used to address social issues and 
stimulate local growth.
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