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1.   Introduction

NTT Service Evolution Laboratories has been con-
ducting research and development (R&D) of an 
immersive telepresence technology named “Kirari!” 
to replicate the reality of a sporting venue in real time 
at remote venues located anywhere in the world. 
Kirari! is a technology for showing a sports match as 
if it were happening in front of viewers by synchro-
nously presenting virtual images and sound images of 
players consistent with their locations on a holo-
graphic display. In the case of soccer and judo, syn-
chronous creation of sound images such as a kicked 
soccer ball and thrown judo players consistent with 
the locations of projected images provide higher real-
ity to an extent that has been impossible using con-
ventional stereo systems. For this reason, sound 
localization technology that creates virtual sound 
sources at any location within a venue is finding 
widespread use in movies and sports matches requir-
ing a high sense of presence or powerful scenes. It is 
becoming essential for drawing out a highly realistic 
sensation using acoustics.

At NTT R&D Forum 2016, we used virtual speak-
ers for sound localization by radiating ultrasonic 
waves in a controlled fashion at subjects on a screen. 
Since the audience would hear that sound reflected 

off the screen, they would feel the sound as if it were 
coming directly from the subjects on the screen. 
However, control of the sound image was limited to 
left/right positions, which meant the results were 
hardly different from the sound produced by stereo 
reproduction. Another problem was that the use of 
reflected ultrasonic waves prevented the output of 
high sound pressure levels.

In response to these problems, we have investigated 
wave field synthesis technology capable of achieving 
sound-image control in the depth direction and con-
sequently achieved sound reproduction with a high 
sense of presence in which sound can close in on 
venue seats. In addition, wave field synthesis can be 
implemented with standard speakers, so a large vol-
ume of sound can be produced relative to ultrasonic 
waves. This makes it possible to demonstrate a high-
presence effect even in large venues. Wave field syn-
thesis technology has been incorporated in Kirari! 
and successfully applied in the field at many events 
including NTT WEST Group Collection 2016, NTT 
R&D Forum 2017, Kabuki Virtual Theater, and Nico-
nico Cho Kabuki 2017.

In this article, we present an overview of wave field 
synthesis technology and introduce the system used 
in the exhibition of this technology at Niconico Cho 
Kabuki 2017 as a field trial.
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2.   Wave field synthesis technology

In this section, we explain the background of this 
technology and report on its application. We also 
describe problems that need to be addressed.

2.1   Theory of wave field synthesis
Wave field synthesis is sound-reproduction tech-

nology that reproduces a sound’s wave front based on 
a physical model. It is achieved according to theory 
based on the Kirchhoff-Helmholtz integral equation 
[1]. This equation means that any sound field can be 
reproduced by controlling the sound pressure and 
sound-pressure gradient at the boundary surface 
enclosing that space. In essence, this means that if the 
walls, ceiling, and floor can be filled with infinitesi-
mal speakers and if those speakers can be controlled, 
any sound field can be reproduced. However, if this 
were attempted using the Kirchhoff-Helmholtz inte-
gral equation in its original form and using commer-
cially available speakers, it would require a large 
number of speakers with special characteristics that 
are difficult to achieve, and the total number of speak-
ers needed would be massive. 

We therefore decided on an implementation using 
an approximation based on Rayleigh’s first integral 
and limiting the target sound field to a plane. In actu-
ality, we form a speaker array with many closely 
spaced, linearly arranged speakers, set the target 
sound field, and synthesize it on the same plane as the 
speaker array (Fig. 1).

2.2   Kirari! and wave field synthesis technology 
The wave field synthesis technology studied at the 

NTT laboratories up to now should actually be called 
wave field reconstruction technology; this technolo-
gy uses a speaker array to reproduce with high fidel-
ity a sound field recorded with a microphone array 
[2]. Here, the sound field in the recording venue can 
be reproduced in its original form in the performance 
venue by processing and regenerating the recorded 
sound without having to detect the number and loca-
tion of sound sources. However, because it is neces-
sary to arrange the microphone array near the sound 
sources in the recording venue, the array may then 
appear in the video that is being synchronously 
recorded, making this setup difficult to use in an 
actual live broadcast. In addition, the difficulty here 
of separating individual sound sources detracts from 
the flexibility of limiting sounds to only specific ones 
and adding editing. 

Considering, therefore, that direction and editing 
may be applied to content, we studied and adopted a 
new type of wave field synthesis technology that pro-
duces virtual sound sources from monaural sound 
sources. Editing and producing content after record-
ing individual sound sources using a directional gun 
microphone as used in ordinary recordings and then 
adding sound spatialization effects to the monaural 
sound sources constitute a technique tailored to a 
realistic workflow.

2.3   Focused source method
Setting a target sound field so that the sound emit-

ted from speakers creates a focus in front of the 
speaker array makes it possible to achieve a virtual 
sound source that pops up at this focus that is posi-
tioned nearer to the audience seats than the installed 

Fig. 1.   Loudspeaker array.
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speakers. This sound-reproduction technique is 
called the focused source method [3].

When the focused source method is used, sound 
power can be concentrated at the point of focus by 
exploiting a digital filter determined analytically 
from the positions of the focus and speakers. Since 
the filters differ for each speaker, a monaural sound 
source is sufficient to obtain multichannel output 
even if using a large number of speakers. The role of 
the digital filter is to adjust the timing of sound repro-
duction and power at each speaker so that the sounds 
from every speaker arrive exactly at the same time at 
the focus position. 

The positional relationship between the speaker 
array and the point of focus is shown in Fig. 2(a). The 
audio output from each speaker in the case of a pulse 
input signal is shown in Fig. 2(b). In this example, 32 
speakers are lined up at 0.1-m intervals, and a focus 
is created 2 m from the center of the speaker array. 
Since the distance from either end of the speaker 
array to the focus is longer than the distance from the 
center of the speaker array to the focus, generating 
sound from these speakers simultaneously would 
cause the sound emitted from the center of the speak-
er array to pass the focus before the sounds emitted 
from both ends of the speaker array arrive at the 
focus. Consequently, to concentrate sound power at 
the focus, sound reproduction should begin at the 
speakers furthest away from the focus. On examining 
the output from each speaker shown in Fig. 2(b), it 
can be seen that pulse generation begins at the speak-
ers at each end of the array that lie furthest from the 
focus. 

Next, we show the reproduced wave front when the 
sounds emitted from each speaker come together. If 
the sound source is placed at the focus position and a 

single pulse is generated, the wave front will spread 
out in the shape of concentric circles (Fig. 3). The 
reconstruction of the desired output from the speaker 
array to generate a focus at the same position as above 
is shown in Fig. 4. It can be seen here that wave fronts 
similar to that shown in Fig. 3 are formed where the 
sounds emitted from multiple speakers overlap. 
Using a digital filter determined by the focused 
source method as described above enables the gen-
eration of virtual sound sources in any location, 
including the area on the audience-seating side of the 
speaker array. 

2.4   Problems in implementation
Unfortunately, using wave field synthesis does not 

enable sound effects that close in on the audience 
from the screen to be experienced from every seat in 
the venue. The theory of wave field synthesis assumes 
the use of an infinitely long speaker array, but this is 
not possible in practice since speaker arrays are actu-
ally formed by lining up a finite number of commer-
cially available speakers. Furthermore, at an actual 
event, regulations such as fire laws or other con-
straints dictate where speakers can be installed, so it 
is not unusual to have to open up a gap for a passage-
way in a speaker array. This causes narrowing of the 
sweet-spot area in which the position at which an 
audience member perceives the sound image matches 
the position of a focused sound source set before-
hand. As a result, the number of seats from which 
audience members can simultaneously experience 
the effects of pop-up sounds becomes smaller. 

In response to this problem, we introduced a tech-
nique that creates a bend at a point in the linear 
speaker array to form a segmented array in which 
each segment acts as an independent array and that 

Fig. 2.   Sound field creating a focused sound source and audio input to each speaker.
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generates a focused sound source for each segment, 
as shown in Fig. 5 [4]. In this way, we succeeded in 
expanding the sweet-spot listening area. At present, 
research on this sweet-spot problem is progressing 
around the world, and we as well are working to fur-
ther expand the sweet-spot listening area by pursuing 
theoretical advances in wave field synthesis. 

3.   Field trial: Niconico Cho Kabuki 2017

We introduced special effects at the Niconico Cho 
Kabuki 2017 event using 240 channels and speaker 
arrays with a total length of 36 m to perform wave 
field synthesis targeting 350 seats on the first level of 
the venue (Fig. 6). Specifically, we prepared sound 
effects achieved through wave field synthesis in a 
sound-reproduction personal computer (workstation) 
beforehand and had an operator activate these effects 

in unison with the actor’s performance as a system for 
reproducing sound effects. 

The overall system configuration is shown in Fig. 7. 
This system sends out audio data from two audio 
interfaces connected in parallel at the workstation and 
reproduces audio from speakers with built-in ampli-
fiers so that sound effects achieved by wave field 
synthesis resound in the venue. In this way, sound 
achieved through wave field synthesis was used to 
create effects for various scenes in the kabuki perfor-
mance. For example, in the scene where a stone lan-
tern explodes and a dragon flies away, we used the 
system to reproduce the sound of stone lantern frag-
ments scattered by the explosion falling onto the 
audience at their seats, and in the final scene, we used 
it to reproduce the sound of a burning house collaps-
ing near the audience. Generating the sound of falling 
debris or stones near the ears of audience members in 

Fig. 3.   Wave front of monopole sound source.

Time

(dB) (dB) (dB)

0

−5

−10

−15

−20

−25

−30

0

−5

−10

−15

−20

−25

−30

0

−5

−10

−15

−20

−25

−30

Fig. 4.   Reproduced wave front using wave field synthesis.
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this way achieved a high sense of presence as if debris 
was actually falling inside the venue.

Despite the fact that more than 5000 people attend-
ed each performance at this venue, Makuhari Messe 
Event Hall, constraints in installing equipment meant 
that only a portion of the audience seated on the first 
level were able to experience the special sound 
effects. Nevertheless, we succeeded in introducing 
special effects using wave field synthesis at a live 
event held in a large hall, and we received positive 
feedback on the effective and rich expression that we 
achieved in combination with the performance while 
dealing with the sweet-spot problem. This trial pro-
vided our team with an extremely valuable experi-
ence.

4.   Future development

The use of a large number of speakers in systems 
applying wave field synthesis can create virtual 
sound images between loudspeakers and the audience 
not possible with surround-sound systems. However, 
there are still many problems to be addressed even 
with the use of a loudspeaker array, including the 
sweet-spot problem in the focused source method. It 
is therefore essential to continue researching wave 
field synthesis. Additionally, to provide home users 
with diverse content exploiting sound spatialization 
effects, we need to investigate sound spatialization 
technology using headphones or a small speaker 
array that can achieve the same effects as wave field 

Fig. 5.   �Extended sweet spot. The area within the red border in (b) shows that the radiated sound from the focused source 
is stronger than the corresponding area in (a). This means that a larger area of the desired sound field is reproduced 
by a segmented array than by a linear array.
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Fig. 6.   Field trial at Niconico Cho Kabuki 2017.
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synthesis using a loudspeaker array. Here, research 
results in wave field synthesis are useful as bench-
marks for such studies. By working on these problems 
in parallel, we will be able to research sound-repro-
duction technologies that achieve high reality for 
both theater and home use.
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Fig. 7.   System configuration.
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