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1.   Strategic objective for improving the 
efficiency of system failure log analysis

The procedure for analyzing logs in the event of a 
serious system failure should include carrying out 
various analysis tasks on the operating system (OS), 
applications, and database, rather than simply log-
ging records of applications of the system concerned 
(which also must be done). Such log records contain 
various kinds of information in their own formats. It 
is also necessary to extract the necessary information 
from massive amounts of data—from several thou-
sand megabytes (several thousand lines) to tens of 
thousands of gigabytes (several tens of thousands of 
lines) of data—and correlate them for analysis in the 
log visualization/analysis process. In the conven-
tional method, as shown in Fig. 1, these operations 
are conducted manually, including tabulation using a 
spreadsheet program, which requires additional man-
hours.

This log visualization/analysis work accounted for 
42% of the total system failure log analysis in a cer-
tain system failure handled by NTT Comware, as 

shown in Fig. 2. Therefore, achieving higher effi-
ciency in this task is a major challenge for reducing 
the time from the occurrence of the system failure to 
recovery. Under these circumstances, we are cur-
rently introducing initiatives to reduce the overall 
work hours by achieving higher efficiency of log 
visualization work and analysis in the system failure 
log analysis process.

2.   Approach to achieve highly efficient 
log visualization/analysis 

We have been working on a way to increase work 
efficiency by using Elastic Stack, which we describe 
in this section.

2.1   Elastic Stack
Elastic Stack is a combination of the following 

open source software (OSS): Beats*1, Logstash*2, 

*1	 Beats: A data shipper to transfer data to Elasticsearch/Logstash. 
It is stored in servers and obtains resource data or log files that it 
transfers on a real-time basis. Beats includes Filebeat, Metric-
beat, Packetbeat, Winlogbeat, and Heartbeat.
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Elasticsearch*3, and Kibana*4, the development of 
which is led by Elasticsearch Co. [1]. This is an 
example of a data analysis infrastructure that has 
been gaining attention recently for its use in the col-
lection, accumulation, and/or visualization of big 

data. The general architecture of Elastic Stack is 
shown in Fig. 3.

Each tool in Elastic Stack has a function, for exam-
ple, log collection (Beats), log analysis (Logstash), 
log accumulation (Elasticsearch), and visualization 
(Kibana). The combination of these tools enables 
advanced visualization of data in formats, including 
time series graphs, pie charts, and statistical informa-
tion. 

2.2   Advantages of Elastic Stack 
Although many tools other than Elastic Stack have 

been released as infrastructure tools for collecting/
accumulating/visualizing big data, we needed to 

*2	 Logstash: A log collection tool to obtain, analyze/convert, and 
output logs in an appropriate format.

*3	 Elasticsearch: The full text search server in which the Apache 
Lucene search engine runs. This product is used to store/search/
analyze massive amounts of data as well as to facilitate comput-
ing log records in a specific area.

*4	 Kibana: A tool to visualize data input to Elasticsearch. This prod-
uct facilitates advanced visualization of data such as time-lapse 
graphs, pie charts, and statistical information that was too com-
plicated to achieve with existing graphics tools.

Fig. 1.   Conventional procedure of system failure log analysis.
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Fig. 2.   �Composition of recovery work in the event of a 
system failure.
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select the optimum tool that would have the following 
required capabilities in this initiative:

(1)	� Collection and analysis of multiple logs in dif-
ferent formats

(2)	� Correlation of specific items among accumu-
lated logs and simultaneous visualization of 
multiple logs

(3)	 Continuous log monitoring
Requirements (1) and (2) are essential since they 

are included in the necessary work to do in the pro-
cess of log collection and analysis, as mentioned in 
section 1.

Requirement (3) is also defined as one of the 
requirements that need to be met in order to promptly 
cope with a system failure, since it is necessary to 
collect, analyze, and visualize the latest logs on a 
real-time basis.

As a result of a comparative study done on similar 
infrastructure tools, Elastic Stack was selected since 
it easily meets the above requirements in terms of 
functions. It also has an active development commu-
nity. Furthermore, since Elastic Stack is OSS, there 
were no initial costs to use it such as for license fees. 
This was also one of the reasons it was selected.

2.3   Efficient log visualization/analysis method
NTT Comware has documented a system failure 

log analysis procedure that explains how to achieve 
efficient log visualization and analysis. Failure analy-
sis engineers, application developers, and operations 
managers can use this document to visualize OS/
application/database logs using Elastic Stack and to 
reduce the working time to determine a suspected 
cause of failure.

The document has three sections as follows.
(1)	� How to Install Beats, Logstash, Elasticsearch, 

and Kibana
It is necessary to construct a system environment 

that facilitates use of the method, such as by installing 
each tool in Elastic Stack. This section explains how 
to install each tool to simplify this work process.
(2)	� Collection and Visualization/Analysis Proce-

dure for Various Logs
This section summarizes the procedure to collect 

OS/application/database logs using Beats and Log-
stash, store them in Elasticsearch, and visualize them 
using Kibana (Fig. 4). The settings described in this 
document are based on OSSVERTTM (OSS Suites 
VERified Technically)*5 provided by the NTT OSS 

Fig. 3.   Architecture of Elastic Stack.
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*5	 OSSVERT: Know-how on the use of OSS provided by the NTT 
OSS Center.
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Center. The settings can be used as they are in sys-
tems that have settings that conform to OSSVERTTM.
(3)	� How to Back Up and Restore Data Stored in 

Elasticsearch 
When the system environment is constructed based 

on the above two steps, and log visualization/analysis 
continues, it is important to avoid reducing the stor-
age capacity with the accumulated logs and to pre-
pare the procedure to restore the log records in case 
of a malfunction of the disk that stores the logs. This 
section describes how to back up and restore the log 
records stored in Elasticsearch.

2.4   �Results of efficient system failure log analysis 
method using Elastic Stack 

We are implementing the abovementioned system 
failure log analysis procedure at NTT Comware and 
promoting such analysis methods using Elastic Stack 
having the same architecture shown in Fig. 3.

The results of the implementation revealed that the 
cost of the complicated system failure log analysis 
was reduced to about one-twentieth (1/20) on average 
by using the method. 

The following highlights a successful case in which 
the amount of time spent analyzing system failure 
logs was reduced. In this example, system failures 
were occurring that frequently showed high central 
processing unit (CPU) usage. The method was 

applied to analyze the system failure logs, and it was 
found that the surge in the CPU usage rate was due to 
unnecessary UNIX commands input by the operator. 
With conventional system failure log analysis meth-
ods, it would typically take ten working days to con-
firm normality because of the large size of the log 
records, often many gigabytes. In contrast, this meth-
od contributed to quick troubleshooting, since the 
time to complete the whole process was shortened to 
about four hours.

2.5   Additional knowledge
NTT Comware provides other knowledge neces-

sary for applying Elastic Stack at the company, in 
addition to the abovementioned system failure log 
analysis procedure. The key points are as follows.
(1)	� Elastic Stack Sizing Test Report/Elastic Stack 

Sizing Guide
It is essential to carefully consider the size and 

design of the system in order to apply the system 
failure log analysis method using Elastic Stack with 
commercial systems handling massive amounts of 
log records or in systems that are significantly larger 
than usual. Therefore, NTT Comware tested the siz-
ing of the system that uses Elastic Stack and docu-
mented the results in the Elastic Stack Sizing Test 
Report/Elastic Stack Sizing Guide. This document 
summarizes the guidelines of the hardware environment 

Fig. 4.   Visualization example using Kibana.
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to procure when designing the log analysis mecha-
nism such as the basic performance and the scalabil-
ity of Elastic Stack.
(2)	� Elastic Stack/Splunk Comparison Survey 

Report 
When Elastic Stack is proposed for use, it may be a 

requirement in some cases to first conduct a com-
parative survey and obtain results on other similar 
tools, including commercial products. Since a com-
parative survey report on Splunk*6 [2] is often 
requested when making proposals (to our customers), 
we provide to them the Elastic Stack/Splunk Com-
parative Survey Report, which summarizes the com-
parative results in terms of functions (i.e., ease of 
learning, adaptability, and expandability) and perfor-
mance of Splunk and Elastic Stack. The documenta-
tion makes it possible to further understand the char-
acteristics of Elastic Stack and Splunk and to easily 
select appropriate products for customers. 

3.   Application support experience 
and future plans

Elastic Stack can be used for visualization and 
analysis of not only system failure logs but also regu-
lar task logs in commercial systems by applying the 
method/knowledge of this initiative. NTT Comware 
has been involved in 22 Elastic Stack deployment 
projects up to August 2017 and is promoting optimal 
system development utilizing advanced OSS-based 
technologies.

We are continuing to accumulate product knowl-
edge on Elastic Stack since version upgrades and new 
function updates are essential for application of the 
efficient system failure log analysis method at our 
company. Furthermore, because we need more spe-
cific knowledge on Elastic Stack when used in com-
bination with OSS such as Apache Kafka*7 [3] and 
Apache Spark*8 [4] to process large-scale data, we 
are also accumulating knowledge on these and other 
types of software. They have often been used in proj-
ects to create a log analysis infrastructure, a trend that 
has been increasing in recent years.
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*6	 Splunk: A commercial tool provided by Splunk. This is used to 
collect and visualize log records and settings on a real-time basis.

*7	 Apache Kafka: OSS to achieve a distributed computing message 
queue. 

*8	 Apache Spark: An open source distributed computing framework.
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