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1.   Introduction

The use of information and communication tech-
nology has rapidly permeated into sports in recent 
years. One of the most popular uses is statistical 
analysis and its visualization because of the easy cor-
respondence to big-data mining and broadcasting. In 
baseball, statistical analysis verifies factors that cor-
relate to victory. One such type of analysis is known 
as sabermetrics and is mainly used for evaluation and 
recruiting in team operations.

In contrast, our research mainly focuses on support-
ing individual athletes to help them perform at their 
best. For sports in which players directly confront 
each other, for example, baseball, tennis, and soccer, 
it is important to not only improve the player’s own 
skill but also to help players adjust to their opponents. 
We believe that this will be especially important for 
professional athletes because of the high skill level of 
their competitors. 

For athletes to perform at their best in a game or 
sport, it is important for them to know their opponent. 

Video-based scouting has been popularized for this 
purpose in recent years. It enables intuitive under-
standing of the opposition, which words or statistics 
cannot easily provide. 

However, there are limitations to what can be 
achieved with the current video-based scouting. One 
such limitation is viewpoint. Because the scouting 
video is captured from outside of the baseball field, 
the viewpoints of the actual game situation and of the 
scouting video are different. Because of this differ-
ence, the scouting video does not fully support ath-
letes in their pre-game or pre-sport preparation.

To address this, we tackled the problem of how to 
generate and provide a first-person-view experience 
before the game or sport was actually played. We 
have mainly focused on the sport of baseball in this 
article because it is one of the most appropriate ways 
in which the technology can be applied.

2.   Background 

In this section, we briefly explain some key features 
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of batting in baseball and then discuss the required 
elements of the technology we are developing.

2.1   Features of baseball batting
A baseball game always starts when the pitcher 

throws the ball to the first batter. During a game, start-
ing pitchers usually throw about 100 pitches, and 
batters typically have about three opportunities at bat. 
Therefore, the batters have to adjust to the way the 
pitcher throws the ball during the game. Radio broad-
casters commentating on the game are likely to report 
on how batters adjust to the way the pitcher throws 
the ball the second or third time they face the pitcher. 
Batters can therefore use what they have learned from 
virtual reality (VR)-based technology to improve 
their batting performance.

2.2   Definition of requirements
We held discussions with professional players and 

coaches to determine the necessary capabilities of the 
system. We extracted the following four require-
ments:

(1)  The system can provide the ball trajectory 

with depth information.
(2)  The system can reproduce the correct ball tra-

jectory at arbitrary positions within the bat-
ter’s box. 

(3)  The system can be taken to any place and set 
up easily.

(4)  The system can be updated with the latest 
information about the pitcher. 

In the next section, we describe the system we pro-
pose that fulfills these requirements.  

3.   VR-based imagery training system

The system structure is depicted in Fig. 1. The pro-
posed system consists of two phases: a generation 
phase and an experience phase. The generation phase 
generates an experience in a three-dimensional (3D) 
virtual space based on a pitcher’s motion and on ball 
tracking. We use captured videos to represent a 
pitcher’s motions, while the ball is depicted by com-
puter graphics (CG) based on the measured 3D ball 
position. 

The experience phase provides an experience to 

Fig. 1.   Structure of VR-based imagery training system.
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users through a head mounted display (HMD). The 
position and orientation of the HMD are measured so 
that the view that is rendered to the user changes 
depending on the user’s posture. We used Oculus Rift 
as the HMD. Another well-known HMD with posi-
tion tracking is VIVE, but we selected the Oculus Rift 
model because it is lighter. An example snapshot of a 
batter’s view wearing the HMD is shown in Fig. 2. In 
actual use cases, the HMD displays two different 
images to each eye to provide parallax.

The system that we briefly introduce here effec-
tively provides the correct ball trajectory from arbi-
trary viewpoints, and it can be used in arbitrary 
places because the HMD we adopted is highly por-
table. We describe the generation phase in the next 
section. This is the main contribution of this article 
from a technical aspect and mainly focuses on how 
easily updates can be made by using the latest infor-
mation. 

4.   Generation phase

The generation phase updates VR content with the 
latest information. This makes it easy even for non-
experts to update operations while maintaining stable 
quality. We adopted a hybrid approach that combines 
a billboard representation of a pitcher and a CG-
drawn ball at a measured 3D position.

4.1   Billboard-based pitcher representation
There are several possible ways to represent a 

pitcher in 3D virtual space. In one 3D CG example, 
the pitcher’s posture and texture are measured. How-
ever, it is difficult to stably update VR content using 
this solution because pitchers will almost never per-

mit their posture to be captured with a motion capture 
system. This is to prevent the opposing team from 
getting hold of such content and watching them 
before the game.

A well-known method called billboard-based video 
representation [1] does not rely on the pitcher’s pos-
ture. Roughly speaking, one advantage of this method 
is that it mainly makes use of captured videos. Anoth-
er advantage is that it can easily represent subtle 
nuances in pitchers such as changes in their facial 
expressions, which are very hard to measure and rep-
resent through the use of CG. We used these advan-
tages to provide billboard-based representations of 
pitchers. First, we captured a video of the pitcher’s 
motions from outside the playing field. We then 
placed a virtual panel (called a billboard) at the 
pitcher’s location in a virtual stadium depicted by 3D 
CG. Finally, we played the captured video on the 
billboard. In baseball, the positions of the pitcher and 
batter do not significantly change. Thus, the bill-
board-based representation suits this task.

4.2   Representation of ball trajectory by CG
Unlike a pitcher’s motion, the thrown ball is a sig-

nificantly difficult target for the billboard approach to 
represent. This is because it includes large and abrupt 
position changes; a thrown ball moves about 18 m in 
about 0.5 s. Therefore, we do not use captured video 
directly to represent the ball. Instead, we first mea-
sure the ball trajectory and then use CG to render the 
ball. This solution enables us to provide an accurate 
ball trajectory at arbitrary positions from the batter’s 
box area.*

However, a severe disadvantage occurs in combin-
ing billboard-based pitcher representation and  

Fig. 2.   Example snapshot of batter’s view.
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CG-based ball rendering. That is, there is a duplica-
tion between the actually filmed ball and the CG 
rendered ball (Fig. 3(a)). To avoid this duplication, 
the filmed ball should be removed by image process-
ing. We used the inpainting method proposed by 
Isogawa et al. [2] to remove the ball in the filmed 
video. We verified that it significantly improves the 
quality of experience, as shown in Fig. 3(b).

5.   Experiments and future direction

We verified the validity of our system with the 
cooperation of a team in the Nippon Professional 
Baseball (NPB) organization from two aspects. The 
first was the degree to which NPB players and coach-
es would accept it. The second was the system’s oper-
ability, especially in updating VR content.

5.1   Acceptability
There are various indexes to evaluate batters; one of 

the most popular is batting average. However, we 
obtained users’ (i.e., batters) subjective evaluations in 
a system trial conducted throughout a baseball sea-
son. This made it hard to make comparisons under a 
controlled setting. Furthermore, the task of success-
fully hitting a baseball is a quite uncertain one; a bat-
ter who gets a hit only three times in ten attempts is 
considered to be a very good hitter. This makes it very 
hard to evaluate the performance of our system on the 
basis of an objective score such as batting average.
(1) Depth sensing

Almost all professional baseball players have used 
videos to check out their opponents. However, watch-
ing videos on a 2D display does not give sufficient 

depth information since it provides neither binocular 
parallax nor motion parallax. In contrast, the system 
we propose reproduces 3D ball positions in virtual 
space and renders videos depending on the position 
and orientation of the HMD. It also renders them for 
both the right eye and left eye positions. Thus, it pro-
vides an HMD experience with depth cues, that is, 
binocular parallax and motion parallax. Many ath-
letes who used our system said that with it, they 
really felt that the ball was coming from the pitcher.
(2)  Simulation training for adjusting to pitcher’s 

motion
Many batters say that it is very helpful for them to 

be able to see simulations of the opposing pitcher 
before the game. This enables them, for example, to 
check on how they will adjust to the pitchers’ motions 
based on the changes the pitchers make in the speeds 
at which they throw the ball. They feel that this will 
allow them to make full use of their batting chances, 
even in their first time at bat.
(3) The system as a communication device

We received a comment from a staff member who 
said that using this system made it possible to expect 
better communication with players since both coach-
es and players could get the same ball trajectory. 

However, some points arose that need to be 
addressed, including the low resolution provided due 
to the use of the HMD and the insufficient field of 
view for batting. One of the tasks we will tackle in the 
future is to carry out a more detailed analysis of the 

Fig. 3.   Duplication of the filmed ball and the CG rendered ball, and the same image after removing the filmed ball.

(a) Duplication of actual filmed ball and CG rendered ball (b) Filmed ball has been removed

Pitcher:
from MUSASHI HEAT BEARS

* Ball tracking systems have been rapidly popularized in baseball 
stadiums. We believe it will be possible to accurately reproduce 
ball trajectories within a few years.
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system. The most important but most difficult thing 
we need to achieve is how to objectively measure the 
perceived correctness of the batter’s experience. We 
will need to tackle this point to further develop the 
system.

5.2   Operation ability throughout a season
We conducted a trial of the system throughout the 

2016 baseball season. The season comprised 143 
games, but some of them were lacking in data to cre-
ate VR content. Nevertheless, we created VR content 
for 96 pitchers, who threw an average of 15.6 pitches 
per game. 

A histogram of the elapsed time between a request 
from a team for content and the time we returned the 
completed VR content to the team is shown in Fig. 4. 
Note that we could have returned the content sooner 
than we did if it had been necessary to meet the 

team’s schedule. Sometimes, due to schedule changes 
or other factors, we were requested to provide content 
within a short time, even within a single day. The 
relatively high per-day submission frequency shown 
in the figure indicates that with our system we were 
able to handle such requests appropriately.

6.   Summary

This article described a VR-based imagery training 
system we are developing and experiments we con-
ducted on it in cooperation with a professional base-
ball team. We believe that our use of VR will provide 
people with advance experience in improving their 
actions in the real world. This will help them to make 
decisions under severe temporal constraints and thus 
will be helpful for various VR developers.

Future tasks will include clearly detailing factors 
such as HMD resolution, field of view angles, and 
system delay. This will make it essential to conduct 
experiments using athletes as subjects. We will 
attempt to carry out such experiments in a way that 
will mutually benefit the athletes and ourselves.
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Fig. 4.    Elapsed time between receiving a request for 
content from a team and the provision of the 
content.
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