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1.   Carrier network issues

Existing business and social infrastructures will be 
shifted to mechanisms that assume digitization. Addi-
tionally, with the migration to a 5G (fifth-generation) 
mobile network and the further penetration of cloud 
services, we can expect the service provision format 
to be increasingly diversified and an even greater 
variety of services to be launched, for example, real-
time processing for self-driving systems or the utili-
zation of data from various types of sensors. Many of 
these services will be provided in a cloud environ-
ment, so we can envision the need not only for lever-
aging of cloud features to provide services rapidly but 
also the need for continuous adding and modification 
of services. Regarding networks for using services 
that are provided in a cloud environment, we can 
foresee that network connection points, quality level, 
and other factors will have to be changed in an on-
demand manner depending on the service.

However, network services provided to date have 
only had a function for connecting the user and ser-
vice provider, and the inability of the network and the 
service provision infrastructure on the cloud to suffi-
ciently work together has hindered the rapid provi-
sion of services. Additionally, while the quality and 
reliability of carrier networks themselves have tradi-
tionally been high, the ability to control the network 

from outside the carrier has proved difficult due to 
various problems including a low degree of freedom, 
a relatively long time for providing a service or 
changing settings, and the difficulty of making on-
demand changes. 

NTT Network Technology Laboratories has been 
studying cloud native software-defined anything 
(SDx)* control technology to resolve the above 
issues. This technology will enable service providers 
to use diverse functions provided by the network 
from the outside and to provide more attractive net-
work services than ever. It will also simplify and 
accelerate the provision of services by enabling the 
cloud environment and applications for providing 
services to be collectively and automatically con-
trolled. 

2.   Cloud native SDx control technology

The cloud native SDx control technology enables 
service providers to subjectively and uniformly con-
trol a network that connects end users to services and 
the cloud environment that is the infrastructure for 
providing services and service applications (Fig. 1). 
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The equipment used in providing network services 
has generally consisted of dedicated devices, but with 
the progress being made in softwarization of hard-
ware functions, it is becoming possible to replace 
those devices with a combination of general-purpose 
hardware and software. This makes it easier to con-
trol the network itself with software. With this change 
in the environment, and in view of the increasing 
number of services provided from a cloud, it will be 
impossible to provide more flexible and prompt ser-
vices unless a means of integrating control from the 
network to the application is devised. Cloud native 
SDx control technology is targeted for all sorts of 
operators that provide services from a cloud environ-
ment, and it is aimed at providing network services 
that link a common infrastructure with the cloud 
while automating the immediate provision and main-
tenance of services.

3.   Technical elements for SDx control

Achieving integrated control of a variety of targeted 
services requires (1) a mechanism for automatically 
controlling the resources (networks, resources on the 
cloud, etc.) needed for service provision and (2) a 
method for appropriately managing the information 
describing the resources targeted for control.

First, with regard to (1), various technologies 
already exist for implementing a mechanism for auto-
matic control in a cloud environment. Service provid-
ers are already using such technologies, so we can use 
such cloud-based technologies as a basis for includ-
ing the network as a target of control. Specifically, we 
are combining technologies such as network func-
tions virtualization (NFV) and software-defined net-
working (SDN) and studying a mechanism for han-
dling the network and cloud environment as well as 

Fig. 1.   Cloud native SDx control.
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the applications corresponding to different types of 
services through a series of operations. However, 
various resources are necessary to provide services, 
including physical resources (computer, network 
equipment, etc.) and virtual resources (virtual com-
puters, SDN functions, etc.), and some form of con-
trol is needed to link and coordinate them. The con-
trolled objects differ for each service, so creating an 
automatic-control mechanism for each service would 
require a great deal of labor.  

Consequently, to provide flexible support for 
diverse services by modeling controlled objects and 
handling them in a generalized manner, a manage-
ment method that can uniformly handle resource 
information as described by requirement (2) above is 
needed (Fig. 2). To build a model, the first step would 
be to clarify the type of service targeted for control as 
a network descriptor, and to define what elements 
(network nodes, computer resources in the cloud 
environment, etc.) make up the service and the state 
of each element as a class descriptor. The next step 
would be to define a graph template that shows how 
each of those elements are connected, and the order 

they should be placed in is defined as a procedure 
descriptor. Because data characteristics differ for 
each type of information defined, we are also investi-
gating the use of graph databases and key-value store 
schemes as methods for appropriately managing that 
information in forms that are easy to handle from the 
outside (Fig. 3).

4.   Technical verification

We conducted a technical verification to assess the 
feasibility of achieving automatic control by combin-
ing a variety of technologies used on the cloud. For 
this verification, we created a scenario assuming spe-
cific service-provision scenes. The scenario was 
based on a service provider configuring a service that 
provides an application for controlling a robot 
installed in the user’s home and that remotely pro-
vides robot control functions. 

We assumed the following three processes would 
be carried out in the provision of this service: (1) 
infrastructure construction, (2) service configuration 
and provision based on user request, and (3) detection 

Fig. 2.   Modeling of controlled objects.
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and handling of any unauthorized access occurring 
during the service. For each of these, we constructed 
an environment using actual equipment to assess 
operation.
(1)	 Infrastructure construction

In constructing an infrastructure for providing this 
service, we succeeded in automatically deploying on 
the cloud infrastructure gateways for making connec-
tions, an authentication function, and an application 
for robot control.
(2)	 Service configuration and provision based on 
user request

We made it possible to automatically launch the 
application for robot control, set user information to 
the authentication function, and enable the user to use 
the application.
(3)	 Detection and handling of unauthorized access

We made it possible when detecting anomaly traffic 
to automatically launch a function for checking the 
content of that traffic and to determine whether unau-
thorized access has occurred.

If unauthorized access is detected, we made it pos-
sible to use that detection as a trigger for automati-
cally launching a function for removing the unauthor-
ized access and recovering the system to a normal 
state. The configuration for technical verification of 
unauthorized access detection is shown in Fig. 4. In 
the past, infrastructure construction and service pro-
vision based on demand would require the service 
provider to establish various settings and install the 

application manually. Furthermore, the only way for 
the person in charge of system monitoring to discover 
an anomaly would be to notice indications that an 
unauthorized access was taking place and then collect 
and analyze various types of information. Respond-
ing to such an anomaly would also be centered 
around manual operations. Such tasks not only 
require a lot of work but also increase the possibility 
of human error in operations.

In this technical verification, we confirmed that 
many tasks from network settings to application 
installation and anomaly detection and response 
could be automated by combining various existing 
mechanisms (most implemented as open source soft-
ware). Going forward, we aim to achieve efficient 
automation of diverse types of service provision by 
incorporating the modeling and configuration man-
agement methods that we are currently studying 
based on those mechanisms.  

5.   Future outlook

We plan to establish the technologies behind the 
modeling and configuration management methods 
now being studied and incorporate them in an auto-
matic control mechanism. In this way, we aim to 
establish a control infrastructure that can uniformly 
manage and automatically control all of the resources 
needed for providing a service.

Fig. 3.   Management of configuration information.
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Trademark notes
All brand names, product names, and company names that appear in this 
article are trademarks or registered trademarks of their respective owners.

Fig. 4.   Technical verification configuration (unauthorized access detection).
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