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1.   Deep learning: entering the 
disillusionment phase

Artificial intelligence (AI) is currently said to be in 
its third boom. The Hype Cycle for Emerging Tech-
nologies, 2018 [1] published by Gartner Inc. in 
August 2018, predicted that deep learning would be 
at a peak of inflated expectation in its second con-
secutive year. In other words, it would soon enter a 
disillusionment phase.

Conditions such as PoC (proof of concept) and 
precedent cases and best practices were published by 
cutting-edge companies; however, the persons and 
departments in charge might be feeling the difficulty 
of solving problems using deep learning technology 
by themselves.

During the peak of inflated expectations phase, the 
results and utility that everyone imagined and expect-
ed cannot be obtained, and the people who are in 
charge become disappointed as they face the real situ-
ation; this is the beginning of the disillusionment 

phase. However, that situation can be said to be the 
beginning of true business applications. From now 
onwards, implementation and peripheral technolo-
gies of deep learning will catch up, and deep learning 
will gradually be adopted in actual business opera-
tions. 

The technology developed by NTT Software Inno-
vation Center that can analyze images of people in 
real time is an example of such technology that is 
approaching the stage of business application.

2.   Analysis of images captured by multiple 
surveillance cameras at high speed in real time

Since deep learning became a topic of research in 
about 2011, it has succeeded in giving something 
akin to a person’s eyes and ears to computers. More-
over, as of 2018, it is no exaggeration to say that at the 
purely technical level, it has already passed beyond 
the human eyes and ears ability. Real-time person 
tracking developed by NTT Software Innovation 
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Center is a form of deep learning packaged as image-
analysis technology [2]. It analyzes images captured 
by a large number of surveillance cameras installed in 
a facility in real time and instantly detects and tracks 
target persons (suspicious persons, prominent per-
sons, people needing care, lost children, etc.) in those 
images. Real-time person tracking is enabled by com-
bining the following seven functions (Fig. 1): 

(1)	� People detection: Only people are extracted 
from an image (Fig. 1(a)).

(2)	� Attribute recognition: The gender and age 
group of a person are estimated.

(3)	� Detailed attribute recognition: Attributes asso-
ciated with specific body parts are recognized. 
For example, a person is searched for on the 
basis of detailed attributes concerning their 
appearance, colors of clothing, and presence 
of personal items such as a bag (e.g., having 
long hair and wearing a white shirt, jeans, and 

sunglasses). 
(4)	� Person re-identification: Whole-body colla-

tion is applied to determine whether the 
detected person is the target person (Fig. 1(b)). 

(5)	� Trajectory recognition: The trajectory of a 
person walking is estimated from video imag-
es (Fig. 1(c)).

(6)	� Multiple camera compatibility: Functions (1) 
to (5) are supported even if the target person 
crosses the views of multiple cameras.

(7)	� Real-time analysis: The results of (1) to (6) 
can be analyzed in real time.

2.1   �Achievement of whole-body collation ahead of 
our competitors

We achieved function (4), person re-identification, 
by employing whole-body collation ahead of our 
competitors, which makes it possible to extract people 
even if the person is facing backwards. Automatically 

Fig. 1.   Functions of real-time person tracking.

When people are detected in the video image,
they are enclosed in a blue frame. The line
extending from the bottom of the blue frame is
the estimated trajectory.

(b) Person re-identification

As shown in the figure above, if a plan
view of the room is prepared in advance,
it is possible to map the trajectory onto
the plan view.

(a) People detection

After people are detected in the video image by the people
detection function, if a photo (as shown on the right side of
the figure) of a person being looked for is specified, when the
specified person is detected in the image, the blue frame
switches to a red frame, which indicates that the specified
person has been found. Moreover, in this video, it is possible
to identify the same person even with a backward-looking
video by performing the whole-body collation function
described in section 2.1.

(c) Trajectory recognition
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extracting features from a large number of pairs of 
images of people by using deep learning technology 
made it possible to match the images with higher 
precision than rule-based judgment using human-set 
characteristics (body type, clothing color, hairstyle, 
etc.). 

The person-search service provided by NTT Com-
munications called Takumi Eyes—which incorpo-
rates part of our real-time person-tracking technolo-
gy—was awarded the 20th Automatic Recognition 
System Grand Prize by the Japan Automated Identifi-
cation System Association in 2018 [3]. Winning the 
award indicates that this technology is highly evalu-
ated by the market.

2.2   �Results of collaboration between Panasonic 
Group and NTT Group

Whole-body collation is not perfect by itself. A 
whole-body check is difficult to perform if a person’s 
appearance changes such as when they take off outer-
wear (coats etc.) that they were wearing. We devised 
a solution to this problem in collaboration with our 
partner. 

A business alliance agreement with Panasonic Cor-
poration in 2015 [4] triggered efforts to greatly 
improve recognition accuracy by combining our 
whole-body-collation technology with Panasonic’s 
face-recognition technology [5]. Created as a result 
of the combined technologies was real-time person 
tracking, which can match people with high accuracy 
from camera images shot under various angles and 
conditions. Until now, we were not aware of any other 
services that combined full-body collation technolo-
gy and face authentication using deep learning in this 
manner. At the present time, only the person re-iden-
tification is achieved by whole-body collation plus 
face authentication; however, the technology can be 
combined with additional detection functions, such 
as detecting the gait of a person, in response to the 
needs of our customers. 

3.   Video monitoring market forecasted to 
be 160 billion yen by 2030

This section focuses on the business potential of the 
above-described real-time person tracking using deep 
learning technology.

The image-analysis business is a promising sector 
with the highest growth rate in the AI market. It is 
expected to grow more than one-hundred-fold, name-
ly, from 1.3 billion yen in 2015 to 160 billion yen in 
fiscal year 2030 [6]. It is expected that the market for 

analyzing images shot by surveillance cameras will 
increase. 

A use case of an actual implementation is described 
in the following subsection.

3.1   �Utilization of surveillance cameras at conve-
nience stores: person re-identification

An example that is easy to imagine as a use case 
involving surveillance cameras is the use of surveil-
lance-camera images taken in convenience stores. 
Having surveillance cameras in present-day conve-
nience stores enables people to confirm what actually 
happened from past images after an incident or acci-
dent has occurred. A convenient function in such a 
case is person re-identification. 

In the case of a crime occurring at a convenience 
store equipped with surveillance cameras, it is possi-
ble to quickly find when the perpetrator entered the 
store by specifying the image of the person from the 
video at the time of the crime and then searching from 
other past video images. In addition, it is possible to 
quickly find out if the crime was planned or impulsive 
by retrieving the perpetrator’s past images in order to 
determine the history of their store visits—if they had 
been to the store to check it out in the past. Moreover, 
person re-identification is even more effective in the 
case of large facilities such as apartment blocks or 
shopping malls fitted with multiple surveillance cam-
eras. 

Scenes in television crime dramas in which a police 
detective spends a long time checking surveillance 
camera videos will surely be a thing of the past once 
this technology is put into service. Furthermore, uti-
lizing this technology will eliminate oversights due to 
human error.

3.2   �Utilization of surveillance cameras in com-
mercial facilities: finding lost children by 
combining attribute recognition, color search, 
and person re-identification

Finding lost children is an expected use case for 
larger-scale commercial facilities. When shopping at 
department stores or shopping malls, we sometimes 
hear announcements about lost children. Announce-
ments such as, “A mother is looking for her five-year-
old daughter (name), who is wearing a pink dress.” 
are commonly heard on busy weekends at commer-
cial facilities. Such announcements, however, may no 
longer be necessary once this technology is put into 
service. The child’s age is specified by a technique 
called attribute recognition, and the color of the 
child’s clothes is specified and searched for via a 
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color search. From the images captured by nearly 100 
surveillance cameras, the most-recent captured image 
of the child can be displayed, and the lost child can be 
pinpointed from that image (Fig. 2). Such a system is 
likely to be essential for future large-scale theme 
parks and other such facilities that do not implement 
measures for announcing lost children. 

3.3   �Search for wandering citizens for municipali-
ties

The example mentioned in the previous section is a 
use case concerning a lost child in a commercial facil-
ity, but it can also be applied to finding elderly people 
who wander away from home. With one photo of the 
elderly person who has wandered away, it is possible 
to promptly find that person from the images cap-
tured by multiple surveillance cameras operated by 
municipalities. The person re-identification function 
can find people in a much shorter time compared to 
manually checking surveillance-camera images with 
the human eye. Using this technology as a human 
assistant makes it possible to promptly find the wan-
dering elderly person and thereby reduce the proba-
bility of that person being involved in an accident. 
The news footage of people in local municipalities, 
including hundreds of local police and fire fighters, 
simultaneously searching for elderly people who 

have wandered away may not be very common after 
this technology is put into service.

3.4   �Use in marketing: combining person re-iden-
tification, attribute recognition, and trajec-
tory recognition

This real-time person-tracking technology can also 
be used for purposes other than crime prevention, 
namely, marketing. It may also be useful for analyz-
ing and outputting the number of visitors and their 
attributes in a time slot from surveillance camera 
images as well as analyzing the flow of customers. It 
will be possible to analyze data and determine how to 
arrange shelves and goods in a limited store space. 
Other applications are also possible. For example, 
although a logic program is required for detecting 
objects or people, by preparing training data and 
learning from it, it will be possible to extract items 
that customers had taken from a shelf but returned to 
the shelf (that is, products that a customer seemed 
interested in but did not purchase). With the introduc-
tion of such technology, it will be possible to obtain 
information that cannot be extracted from cash-regis-
ter POS (point of sales) data. 

Fig. 2.   Use of surveillance cameras in commercial facilities to look for a lost child.

Searching for an image of the lost childA child becomes lost.

Monitoring by live cameras The child is safely returned to parent.
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“A five-year-old girl
wearing a pink dress.”

The child
is found.
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4.   Core technology that enables 
real-time processing

One particular core technology is important for 
establishing real-time processing. That technology is 
a technique for optimizing the deep-learning infer-
ence environment. This optimization technology 
makes it possible, for example, to detect and classify 
objects in video images at high speed and process 
them in real time. By combining the world’s latest 
technologies listed below according to the type of 
deep learning processing (i.e., detect and classify) 
that is executed, we have increased the processing 
speed by more than 10 times.

•	� Image-analysis algorithm for detecting and 
matching people with high accuracy

•	� Reduction of parameter size
•	� Implementation technology for optimizing infer-

ence processing of deep learning
When the person-tracking service was introduced 

for the first time in the world as Takumi Eyes, the 
main service was searching for past images by using 
images captured by surveillance cameras. Since then, 
real-time processing has become possible by research-
ing and combining optimization techniques for deep-
learning inference environments over time.

5.   Future development

After developing the video-analysis technology 
that enables real-time processing, we plan to focus 
our research on distributed processing of video-anal-
ysis technology. Specifically, we are planning to 
conduct research on distributed processing that 

enables systems (including central offices and data-
centers of telecommunication companies as well as 
cloud services) to be constructed and the functions 
required at each location (edge) to be provided. We 
call this processing a two-layer edge model. We will 
work to make the operation of edge devices more 
efficient, lower in cost, and with the maximum sav-
ings of power and memory. 

From now onwards, the NTT Group will continue 
to work towards applying its AI technology called 
corevo® and implementing it in society in coopera-
tion with various partners in order to improve the 
lives and businesses of many customers. 
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