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1.   Current practices of cloud resource design

The cloud has become a popular choice for service 
providers (SPs) to allocate new service workloads or 
migrate existing ones. The SP, when requesting new 
cloud services or asking to scale existing ones, is 
concerned about the service requirements such as the 
functionality of the service, the levels of security and 
availability, and the ability to handle workloads. In 
contrast, the cloud service provider (CSP) needs to 
know the composition of resources and the amount of 
resources to be allocated to fulfill the service require-
ments from the SP (Fig. 1). Therefore, the CSP needs 
to analyze the service requirements from the SP, and 
on the basis of the results needs to design cloud 
resources. Current practices of designing the cloud 
resources include:
(1) Cloud-consultant approach

The SP is assisted by cloud consultants from the 
CSP who collect the SP’s service requirements and 
determine resource details accordingly. This approach 
results in a high operating expenditure for the CSP 
and takes them a relatively long time to deliver ser-
vices. 

(2) Self-service approach
The SP is provided with a management interface to 

manage cloud resources and service needs in order to 
determine their resource requirements. This approach 
requires the SP to have IT (information technology) 
expertise and may be a barrier to SPs wishing to enter 
the market. 

In both approaches, the transfer from service 
requirements to resource requirements relies heavily 
on an individual human’s decision-making process.

In response to these issues, to more efficiently 
design and operate cloud resources, we have been 
researching an intent-based service management 
(IBSM) framework that analyzes the service require-
ments expressed through various channels (e.g., natu-
ral language (i.e., a human language such as Japanese 
or English, rather than a computer command lan-
guage), graphical user interface (GUI), etc.) and 
determines the composition and amount of resources 
accordingly. Meanwhile, the output of IBSM can be 
used as the input of a cloud resources orchestrator, for 
example, OpenStack Heat, thus enabling the automa-
tion of the process from receiving a service request to 
service delivery and operation.
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2.   IBSM framework

IBSM [1] consists of three main function blocks: 
Requirement Analysis, Resource Composer, and 
Resource Amount Calculator (Fig. 2). Below, we 
introduce each function and the approaches [2] to 

achieve them.

2.1   Requirement Analysis
SPs describe the service requirements through vari-

ous channels such as natural language and GUIs. The 
Requirement Analysis block is responsible for  

Fig. 1.   Cloud resources are designed in accordance with service requirements.

Resource requirements in terms of Service requirements in terms of

Service provider (SP)

vCPU: virtual central processing unit

Service
requirements

Cloud service provider
(CSP)

Resource 
requirements

functionality, security, reliability
workload, performance

composition (types, numbers,
forwarding chains)
amount (number of vCPUs,
memory size, disk size)

• Operation policies 
• Environmental

conditions

Fig. 2.   IBSM framework.
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parsing these service requirements and categorizing 
the requirements into atom requirements including 
the requirements of functionality, security, reliability, 
workload, and performance. 

2.2   Resource Composer 
The Resource Composer block takes the output of 

the Requirement Analysis block and enables the 
resource composition to be automatically determined 
in accordance with the service requirements, espe-
cially the requirements of functionality, security, and 
reliability. There is an existing approach to determine 
the resource composition in accordance with pre-
defined service templates, but this approach leads to 
the problem of a dramatic increase in the number of 
service templates as the service variations increase. 
To solve this problem, as shown in Fig. 3, a Resource 
Composer is based on a small number of basic service 
templates that can be customized on the basis of ser-
vice requirements.

2.3   Resource Amount Calculator
The resource Amount Calculator’s roles and func-

tionalities include:
•  Upon delivery of a cloud service, it determines 

the amount of resources needed to satisfy the 
performance requirements. Besides the work-
load and performance requirements, environ-
mental conditions and operation policies need to 
be considered to determine the amount of com-
putation resources allocated to virtual machines 
(VMs).

•  After the delivery of the cloud service, if there 
are changes in workload, environmental condi-
tions, and operation policies, it adjusts the 
amount of computation resources allocated to 
VMs to ensure continuous satisfaction of the 
performance requirements.

In the following, we explain why the workload, 
performance requirements, environmental condi-
tions, and operation policies need to be taken into 
consideration to determine the amount of resources.
(1) Workload and performance requirements

The SP processes the service workload in the cloud 
environment, and in most cases, requires the perfor-
mance requirements to be met. In this article, workload 

Fig. 3.   Resource Composer.

1

2

Functionality: web service, security: high level, reliability: multi-loc

Customization engine

FW WS DBAdd FW

FW WS DB

FW

FW

WS DB

WS DB

LB CS

CS

Choose service template
on basis of functionality
requirement.

Action: + rule 1

rule 2

Video streaming

Web service

+

Service template
repository Customization rules

Event:
Security = high level

Condition: 
Service types = all

Event:
Redundancy = multi-loc

Condition: 
Service types = all

Choose customization rules
on basis of security and
reliability requirements.

3 Check conflicts and
priority between rules;
execute rules.

CS: content server

Action: duplicate
resource composition

+

Add
redundancy



Regular Articles

45NTT Technical Review Vol. 17 No. 3 Mar. 2019

refers to the type, features, and amount of processing. 
The performance requirements can be divided into 
two main categories: the processing time restriction 
and the processing percentage restriction. Two exam-
ples of workload and the corresponding performance 
requirements are given in Table 1. For a certain work-
load, the computation resources allocated to the VMs 
directly affect the processing time and percentage 
achieved. Thus, workload and performance require-
ments must be considered when deciding the amount 
of resources allocated to VMs.
(2) Environmental conditions

Environmental conditions in this work are the con-
ditions of the physical host to which the VM is allo-
cated. Static environmental conditions include the 
central processing unit (CPU) clocks and memory 
architecture of the host; dynamic conditions include 
the resource utilization ratio of the host, also referred 
to as host crowdedness in this work. Given the con-
sideration that the static environmental conditions are 
of relatively low variation and are not subject to 

change for a relatively long time span for a given 
CSP, we focus on dynamic environmental conditions 
in this work. An example of changes in environmental 
conditions affecting the performance of VMs is 
shown in Fig. 4. To satisfy the performance require-
ments, environmental conditions clearly need to be 
considered when determining the resource amount.
(3) Operation policies

Operation policies that need to be followed while 
providing a cloud service can be decided by the SP or 
CSP. The policies restrict the resource usage within a 
desired range. For instance, putting restrictions on the 
resource utilization ratio inside the VM, for example, 
50–80%, prevents resources from being overused or 
underused, thus improving the resource efficiency 
and enhancing the satisfaction of service require-
ments. Furthermore, for a service composed of mul-
tiple VMs, setting the utilization ratio restrictions in 
the same range prevents bottlenecks in the service 
chain from occurring. The amount of resources allo-
cated to VMs is a crucial factor in meeting the  

Table 1.   Examples of workload and performance requirements.

Workload Performance requirements 

Type Features Amount Processing time
restriction

Processing percentage
restriction 

(a) Web server
requests (get) 

Web page size:
30 KB, etc.

10,000 requests per 
second 

Keep average process time
of requests under 1 second  

Successfully process over
95% of requests  

(b)
Neural
network
(training) 

Layers, nodes of
each layer,
activation
function, etc. 

Training set: 
32 x 32 pixels
256 color x 10,000 

Train 1 epoch in less than
10 min  ...

Fig. 4.   Example of how environmental conditions affect VM’s performance.
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restrictions of the utilization ratio inside the VM.
The structure of the Resource Amount Calculator is 

shown in Fig. 5. The Resource Amount Calculator 
uses a model between the workload, environmental 
conditions, and resource amount and the performance 
and resource utilization ratio inside the VM, as shown 
in the figure. The model is trained based on the log 
data collected during the previous service provision 
period. In the calculation phase, given the workload 
requirement, the current environment conditions, and 
the combinations of the number of vCPUs (virtual 
CPUs) and memory size, the performance and opera-
tion state are inferred by using the trained model. The 
input parameters can be set by the SP or the CSP or 
obtained from the monitoring data as shown in the 
figure. Next, if the inferred performance and opera-
tion state satisfy the performance requirements and 
the operation policies, the corresponding combina-
tion of resource amounts is output as the feasible 
solution for the Resource Amount Calculator.  

3.   Application scenarios of IBSM

IBSM can be used to assist in the consultation, 
design, and operation phases in cloud service deliv-
ery. For example, in the consultation phase for an SP 
that plans to migrate services implemented in an on-
premises environment into a cloud environment, 
IBSM is used to show the performance that can be 

achieved after the migration and the needed cloud 
resources and cost. In the design phase, IBSM 
enables the automatic design of resources. Thus, ser-
vice design time and human labor can be expected to 
be reduced. In the operation phase, IBSM is able to 
adjust the resource composition and amount in accor-
dance with the changes, thus ensuring the continuous 
satisfaction of service requirements, which contrib-
utes to higher customer satisfaction.

4.   Future plans

This article introduced an automatic service design 
technology for a cloud service under development at 
NTT Access Network Service Systems Laboratories. 
Our plans in the near future are to verify the effective-
ness of the technology for representative workloads 
in the cloud service, identify the specific functions 
needed for different phases of cloud service delivery, 
and conduct trial experiments to enhance commercial 
use of the technology. 
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Fig. 5.   Resource Amount Calculator.
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