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1.   Introduction

With the coming of a full-scale fifth-generation 
mobile communications (5G)/Internet of Things 
(IoT) era, studies are underway at the NTT laborato-
ries on architecture that can respond flexibly to 
changes occurring in the various stages of network 
operation. This article reports on the following tech-
nologies.

(1) Optimal network design technology
To deal with long-term changes in demand, this 

technology visualizes the cost effectiveness of 
facility investment based on actual data and sup-
ports the formulation of optimal facility invest-
ment planning.

(2)  Cloud native software-defined-anything 
(SDx) control technology

This technology optimally allocates the resourc-
es needed for providing services such as networks 
and cloud environments in response to short-term 
changes in demand and automatically configures 
settings for a wide variety of patterns through 
workflow control. 

2.   Optimal network design technology

Optimal network design technology is applied in 
order to conduct studies on optimal facility invest-

ment, equipment deployment policies, and network 
topology in response to long-term (several months to 
several years) changes in the state of the network due, 
for example, to increases in communications demand. 
The conventional approach has been to rely on highly 
skilled and experienced operators to conduct these 
studies. However, to provide a flexible network in a 
sustainable manner in the face of a declining popula-
tion and changes in society, the need has arisen to 
carry out even more advanced studies without the 
need for skilled personnel through data analysis tech-
nologies such as artificial intelligence (AI). 

To solve this problem, the NTT laboratories are 
using actual facility data to 1) visualize and predict 
changes in facility usage conditions, 2) analyze ways 
of improving facility usage efficiency, and 3) enhance 
the optimization of network-configuration and facili-
ty-deployment proposals without skilled personnel.

At the latest NTT R&D Forum held in November 
2018, we presented the concept of optimal design 
technology targeting the transport network, the visu-
alization and forecasting of changes in facility usage 
conditions, and analysis of areas of improvement in 
facility usage efficiency (Fig. 1). 

3.   Cloud native SDx control technology

The idea behind cloud native SDx control technology 
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is to automate the immediate provision and mainte-
nance/operation of services spanning the cloud and 
network. We are studying in particular the following 
topics: 1) a mechanism for automatically controlling 
the resources needed for service provision (network/
cloud resources, etc.), and 2) the need for a method of 
appropriately managing resource information, the 
target of control. With respect to the first topic above, 
we are studying a mechanism for handling the net-
work and cloud environment and even applications 
for providing services through a sequence of opera-
tions by combining such technologies as network 
functions virtualization and software-defined net-
working. This mechanism will be based on technolo-
gies already being used on the cloud under the 
assumption that they can also be used to control the 
network. In addition, the resources needed to provide 
services, which may be of a physical type (comput-
ers, network devices, etc.) or a virtual type (virtual 
computers, software-defined network functions, 
etc.), need to be linked and controlled. To this end, we 
are studying means of modeling these target resourc-
es so that they can be handled in a general-purpose 
manner. In this way, we aim to provide flexible sup-

port for a wide range of services (Fig. 2).
At the NTT R&D Forum held in November 2018, 

we presented a scheme for achieving efficient opera-
tions when providing a new service or responding to 
a fault in the system. This scheme combines an 
automatic-control mechanism and optimal resource 
allocation function to perform optimal resource allo-
cation based on information on the resources needed 
for responding to such an event and on the state of 
resources at the time of the event, and performs auto-
matic control based on the results of that allocation.

4.   Future outlook

In this article, we introduced optimal network 
design technology and cloud native SDx control tech-
nology, which will be applied to support the network 
infrastructure that is slated to become the social infra-
structure of the future. These technologies will pro-
mote the digital transformation of network design 
and control through AI and will facilitate investment 
that keeps up with changes in the state of the network 
and in path design without the need for skilled per-
sonnel. Going forward, our plan is to perfect this 

Fig. 1.   Optimal network design technology.
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technology through verification experiments with an 
eye to becoming the infrastructure technology of the 

full-scale 5G/IoT era.

Fig. 2.   Cloud native SDx control architecture.
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