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1.   Introduction

The Internet of Things (IoT) has been spreading in 
recent years thanks to advances in video analysis 
using artificial intelligence and the expansion of 
broadband and high-speed communication circuits 
[1].

While security services for crime prevention and 
surveillance are typical video applications using cam-
eras, increasing attention is coming to be focused on 
the use of video in differing applications such as in 
marketing for understanding customer purchasing 
behavior and in manufacturing for inspecting product 
appearance. In short, the purposes of using video are 
diversifying.

2.   Difficulty of varying configuration of video 
IoT systems

When a video IoT system is implemented, it is 
common to construct such systems on the user’s 
premises. Doing so, however, makes it necessary to 
deploy dedicated equipment such as a media server, 
which makes it difficult to modify the system con-
figuration whenever changes in the video application 
occur. The barrier to introducing video IoT is conse-
quently high.

Depending on the application, it may not be neces-
sary to obtain camera video at all times. For example, 
there are few cases in which video needs to be con-
tinuously watched during uneventful periods but 
many cases in which it needs to be watched in the 
event of an abnormal occurrence such as an undesir-
able incident or accident in order to understand the 
situation. In such a scenario, obtaining video on a 
continuous basis may result in congestion on the 
user’s local area network. It may also cause conges-
tion on the telecom carrier’s network in the case of 
remote viewing or analysis. There is therefore a need 
for dynamically changing to a configuration that 
obtains video only when needed.

3.   Data stream assist technology

Data stream assist technology is intended to solve 
the above problem by achieving network functions 
that can contribute to video IoT managed services. 

As shown in Fig. 1, this technology consists of two 
types of functions: a transfer function for transferring 
video streams and a linking control function for man-
aging the transfer function [2]. These functions must 
follow design guidelines for lightweight software that 
can be combined with an existing video IoT system 
and deployed in a distributed manner. For this reason, 
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we adopted Docker [3] as an environment for running 
function processes and Kubernetes [4] as a container 
orchestrator in a prototype system (Fig. 2) that we 
constructed. When a video stream is registered, the 
physical machines and areas to be used are declared 
so that containers in a standby state are deployed on 
each machine and stream management functions are 
launched for obtaining and transferring video media 
information. This is followed by actual delivery of 
video streams upon request from viewing devices as 
delivery destinations. In this way, it becomes possible 
to dynamically deploy necessary functions and to 
obtain only the video needed when certain types of 
events occur. This enables the flexible construction of 

a system even in an environment with limited net-
work and computing resources.

4.   Future outlook

We consider data stream assist technology to have 
high affinity with a multi-cloud environment that 
combines a carrier edge cloud* with public and pri-
vate clouds. Our aim is to achieve rapid rollout of 
video IoT and high scalability by dynamically 
deploying network functions for efficient and safe 

Fig. 1.   Configuration of data stream assist technology.
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Fig. 2.   Demonstration using prototype system.
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* Carrier edge cloud: A cloud infrastructure constructed by a tele-
com carrier within the carrier’s network and provided to users.
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delivery of video according to the video application.
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