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1.   Machine reading comprehension and 
natural language understanding

NTT Media Intelligence Laboratories is undertak-
ing the research and development (R&D) of machine 
reading comprehension to support customer recep-
tion at contact centers through artificial intelligence 
(AI). Machine reading comprehension is a technolo-
gy involving the use of AI to read the content of 
manuals, contracts, and other documents and reply to 
questions. It takes up the challenge of achieving natu-
ral language understanding, that is, the understand-
ing of everyday human language. The aim here is to 
support operators at a contact center by having AI 
interpret the content in manuals and find exact 
answers even if FAQs (frequently asked questions) 
have not been prepared beforehand from manuals for 
search purposes (Fig. 1).

Machine reading comprehension is a new research 
field that is developing rapidly thanks to progress in 
deep learning and the preparation of large-scale data-
sets. It attracted much attention in January 2018 when 
AI achieved a higher score than humans on the Stan-
ford Question Answering Dataset (SQuAD) [1]—a 

machine reading comprehension dataset—prepared 
by Stanford University. However, the problem setup 
in SQuAD is relatively simple, and for more difficult 
problem setups, AI still comes up short against 
human reading comprehension. While continuing to 
refine machine reading comprehension technology 
amid academic competition using datasets for 
research purposes, researchers at NTT Media Intelli-
gence Laboratories are working to solve key prob-
lems with the aim of providing a practical system for 
contact centers. This article introduces our research 
results to date in machine reading comprehension.

2.   Large-scale machine reading comprehension 
technology for finding answers from 

many documents 

Problem setups in early research of machine read-
ing comprehension limited the knowledge source to 
the text in a single document, but actual application 
scenarios including contact centers require that 
answers to questions be found from many documents. 
However, comprehending in detail the content of all 
such documents based on a machine comprehension 
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model would slow down system operation, so there is 
a need for narrowing down the documents needed for 
finding an answer in a high-speed and accurate man-
ner. 

In response to this need, NTT Media Intelligence 
Laboratories established large-scale machine reading 
comprehension technology [2]. This technology first 
narrows down the documents related to the input 
question in a broad manner using high-speed key-
word search technology. It then further narrows down 
related documents using a neural search model, and 
finally, it finds an answer using a neural reading com-
prehension model (Fig. 2). Thus, we have greatly 
improved information retrieval accuracy by having 
AI learn neural information retrieval and neural read-
ing comprehension simultaneously with one model. 
As a result, we achieved the world’s highest question 

answering accuracy [2] in a machine reading compre-
hension task against a set of five million Wikipedia 
articles in English.

3.   Explainable machine reading comprehension 
technology for understanding and presenting 

evidence written at multiple locations

It is difficult to guarantee that answers will be 
100% correct by AI based on machine learning, so it 
is important to have a function that enables humans to 
check the validity of an answer that is output by a 
machine reading comprehension model. A machine 
reading comprehension model that can present where 
in the document set information that serves as evi-
dence for an answer is written would therefore be 
useful. However, there are cases in which information 

Fig. 1.   Contact center and machine reading comprehension.
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Fig. 2.   Large-scale machine reading comprehension.
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Question: In what types of cases is
the special insurance for attorney
fees inapplicable?

Answer: When the other party in the
accident cannot legally be sued for
damages, such as when the other
party is unclear.

Large-scale text set
(knowledge source) In the event that the policyholder sustains an injury due, for

example, to an automobile accident or suffers damage to property
such as an automobile or house, the special insurance for attorney
fees is a special contract that pays as an insurance benefit the
attorney fees for suing the other party for damages under the law,
the cost of legal consultation, document preparation, etc. paid to
an attorney, etc. However, expenses targeted for payment as an
insurance benefit are limited to those agreed upon by the company.
This special insurance is not applicable when the other party in the
accident cannot be sued for damages under the law, such as when
the other party is unclear.
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that provides evidence for an answer is divided 
among multiple passages within the document set. 
Understanding and extracting all instances of such 
information is known to be a formidable problem [3]. 

At NTT Media Intelligence Laboratories, we have 
addressed this problem by establishing explainable 
machine reading comprehension technology that 
combines a model inspired by document summariza-
tion technology with a machine reading comprehen-
sion model (Fig. 3) [4]. Document summarization 
technology extracts important sentences within text 
as a summary, but our proposed technique extracts 
sentences that are important for the answer as evi-
dence sentences. Extracting evidence sentences using 
a neural evidence extraction model while simultane-
ously finding answers with a neural reading compre-
hension model has enabled us to present both an 
answer and evidence with good accuracy even for dif-
ficult problems in which the evidence is divided 
among multiple passages. Consequently, on applying 
this technology to the HotpotQA [3] task of output-
ting an answer and its evidence with respect to ques-
tions made against Wikipedia articles in English, we 
were able to take first place on the leaderboard.  

4.   Specific query generation technology to 
clarify a vague question

Datasets for research use in the field of machine 
reading comprehension are commonly prepared in 
such a way that an answer can be uniquely specified. 
However, in an actual contact center or similar opera-
tion, there are cases in which the intent of the ques-
tion input by a customer is vague, preventing an 
answer from being found. In such situations, more 
natural communication could be achieved if AI could 

appropriately ask the customer about the intent of the 
question much like a human operator does.

With this in mind, NTT Media Intelligence Labora-
tories established specific query generation technol-
ogy to rewrite a vague question into specific ques-
tions that can be answered by machine reading com-
prehension (Fig. 4) [5]. The proposed technique 
extracts candidate answers based on machine reading 
comprehension with respect to the input question and 
generates revised questions that remove question 
ambiguity for each candidate answer. 

The example in Fig. 4 is on cancellation fees. As 
another example, we take the question “What is the 
maximum insurance benefit provided by special 
insurance for attorney fees?” In specific query gen-
eration, the technique generates multiple specific 
queries instead of immediately presenting an answer, 
such as “What is the maximum insurance benefit 
provided by special insurance for attorney fees for 
one accident?” and “What is the maximum insurance 
benefit provided by special insurance for attorney 
fees for legal consultation and document prepara-
tion?” The customer is then asked to select the ques-
tion nearest to the information desired. In this exam-
ple, the answer when selecting the former question is 
“3,000,000 yen,” while the answer when selecting the 
latter question is “100,000 yen.” This technique 
enables machine reading comprehension to be 
applied to a broader range of questions.

5.  Generative machine reading comprehension 
technology for generating multi-style answers

In machine reading comprehension, the most com-
mon type of problem setup involves extracting an 
answer from text serving as a knowledge source. 

Fig. 3.   Explainable machine reading comprehension.
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Nevertheless, there is a need to generate a more natu-
ral style of writing in the case of smart devices, chat-
bots, and other types of advancing technology. How-
ever, the degree of difficulty in generating such an 
answer is high, and the amount of training data is still 
insufficient, so worldwide research in this area has 
yet to advance.

In response to this problem, NTT Media Intelli-
gence Laboratories established generative machine 
reading comprehension technology that can generate 
answers with expressions not found in the source text 
(Fig. 5) [6]. For example, given the question “When 
is a tow-truck service available?” the proposed tech-
nique can generate a natural-sounding answer in the 
manner of “Tow-truck service is available 24 hours a 
day, 365 days a year,” which includes not just source 
text but also appropriate content from the question 

itself. This technique can simultaneously learn from 
machine reading comprehension data with different 
answering styles and enables the answering style to 
be selected at the time of generation. This alleviates 
the problem of having insufficient training data. We 
applied this technique to two tasks with different 
answering styles against the MS MARCO [7] dataset 
that performs open-domain question answering using 
actual search engine logs and were able to take first 
place on the leaderboard in that task. 

6.   Answer summarization technology for 
controlling answer length

For a chatbot that replies to questions from custom-
ers, presenting long answers output from a machine 
reading comprehension model in their original form 

Fig. 4.   Specific query generation technology.
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Fig. 5.   Generative machine reading comprehension and answer summarization.
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Question: Is a tow-truck
service always available?
Length: 30 words

Answer: Yes, tow-truck service is
available 24 hours a day, 365 days a
year. A contractor will be dispatched on
receiving your call at the designated
desk.

In the event that an automobile covered by this insurance contract becomes
inoperable due to an accident, breakdown, or other problem, this special
insurance service will dispatch a contractor for towing or emergency
procedures once your call is received at the designated desk. It is necessarily
attached to the basic contract. Consisting of an automobile tow-truck service
and supplementary services (emergency services, gasoline refueling service, 
temporary lodging service, and problem consultation service), the service is 
available 24 hours a day, 365 days a year. Please refer to the following table for
details on each service. (XXX members will be given preferential treatment as a
supplement to these services.)
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makes for difficult reading by customers. There is 
therefore a need for appropriately adjusting the 
length of an answer. In addition, adjusting the length 
of answers according to present conditions, such as 
when reading answers on a smartphone or when read-
ing on a personal computer, enables flexible answer-
ing tailored to the customer or the current device.

In recognition of this need, NTT Media Intelligence 
Laboratories established answer summarization tech-
nology for controlling answer length using a neural 
network (Fig. 5). This technology achieves a function 
for appropriately summarizing an answer to a ques-
tion by combining a neural network model that iden-
tifies important words in text and another neural net-
work model that summarizes (generates) an answer 
from the words. Here, giving information on length in 
embedding vector form when summarizing an answer 
enables that answer to be output in any specified 
length.

7.   Future development

Going forward, we plan to identify problems hin-
dering practical application of machine reading com-
prehension technology to question answering based 
on manuals in a contact center. We also plan to feed 
these problems back to R&D to make technical 
improvements with the aim of supporting operators 
through AI and achieving automatic answering. 
Machine reading comprehension—the understanding 
of natural language used by humans—is a difficult 
challenge, but it should foster innovation in various 

NTT Group agent-based AI services for contact cen-
ters and beyond. NTT Media Intelligence Laborato-
ries is committed to further R&D in this field with the 
aim of achieving AI that can communicate with 
human beings using natural language.
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