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1.   Introduction 

The Internet of Things (IoT), a key technology for 
cloud-based, centralized management of various 
information sensed from people, things, and natural 
environments in real space, is becoming increasingly 
indispensable for next-generation services for mov-
ing things (MTs) such as people and automobiles. For 
example, with inter-vehicle communication services, 
large numbers of vehicles connected to the Internet 
(connected vehicles) continuously send information 
on their driving location and the time of data trans-
mission to the cloud, which stores and analyzes this 
information, and notifies vehicles of traffic condi-
tions (e.g., traffic accidents and congestion) in the 
relevant areas in real time. Another example is in 
augmented reality, in which various information 
transmitted from smartphones and wearable devices 
is stored together with the user’s location and the time 
of data transmission in the cloud to enable quick 

retrieval and delivery of useful information to the user 
corresponding to his/her location and interests to help 
him/her decide what to do next (e.g., information 
about recommendations or shop congestion).

To respond to such future mobility demands, NTT 
Software Innovation Center (SIC) is developing 
AxispotTM—a real-time spatio-temporal data-man-
agement system—to accumulate a massive amount of 
MT information and enable real-time searching of 
MTs in particular areas and at specific times from this 
large amount of MT information stored in the data-
base.

In this article, we give an overview of Axispot. We 
first briefly describe a conventional spatio-temporal 
database (STDB) used with Axispot and the high-
speed spatio-temporal data-search technology [1] we 
developed to solve the technical issues with a conven-
tional STDB. We also give an overview of the Axispot 
architecture based on this high-speed spatio-temporal 
data-search technology. 
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2.   Current state of STDBs

An STDB is used for efficiently storing and retriev-
ing data sets containing both spatial information, that 
is, information for position in space (e.g., longitude 
and latitude), and time information (e.g., time of day) 
[2, 3]. On the other hand, a database for only handling 
either temporal information or spatial information is 
known as a time-series database or spatial database, 
respectively. An STDB is generally implemented by 
expanding a spatial database to also manage temporal 
information [3]. Therefore, before we discuss an 
STDB, we briefly describe spatial-database technol-
ogy.

A spatial database stores spatial information about 
geographic areas (e.g., land or buildings) that is rep-
resented in a geometric data format, such as point, 
line, or surface, and enables retrieval of some spatial 
information corresponding to a query also expressed 
as spatial information. To retrieve spatial informa-
tion, the spatial database executes geometric compu-
tations on the stored spatial information and the 
query. These data formats and geometric computa-
tions are illustrated in Fig. 1 [2]. For example, to 
search for buildings in a particular area, information 
on the area is represented as a surface, which is com-
posed of data sets of points stored in an STDB that 
represent the longitude and latitude of the area’s 
boundary. When the STDB receives a query, which is 
spatial information on a particular area that the user 
wants to search, and is represented as a surface, the 
STDB calculates an inclusion relation between the 
query and area including the buildings stored in the 
STDB. The STDB then returns the retrieved areas, 
which are the areas included in the query.

A spatial database can be implemented using a rela-
tional database (RDB) or distributed key-value store 
(KVS). An RDB contains a table with columns 
assigned to spatial information. However, if spatial 
information is multi-dimensional and the columns are 
independently prepared for each element of the spa-
tial information (e.g., latitude and longitude), then it 
is necessary to search each column independently. 
Processing to search multiple individual columns 
degrades search efficiency. To address this technical 
issue, search trees for two-dimensional information 
(R-Tree [4], etc.) have been proposed. 

With a distributed KVS, however, one column, key, 
is initially assigned in a key-value structure table, 
which plays an important role in high-performance 
searching. While this architecture is extremely simple 
and advantageous for search performance, there is 
only one data point assigned to the key. It is thus dif-
ficult to store multi-dimensional information, such as 
spatial information, without first converting it to sin-
gle-dimensional data. Therefore, a space-filling curve 
was proposed as a conversion technique that can be 
used as the key in a distributed KVS. Notably, the 
geohash [5] is a data-conversion rule using a Z-curve, 
a type of space-filling curve, and is one of the most 
well-known techniques to convert multi-dimensional 
spatial information into single-dimensional data. This 
is because the geohash enables important spatial 
information operation—the zoom effect to expand or 
contract an area—done by changing the length of the 
converted single-dimensional spatial information to 
express the area (Fig. 2). As explained below, 
single-dimensional spatial information converted 
using the geohash is called a spatial code.

As described above, an STDB can be created by 

Fig. 1.   Examples of data formats in spatial databases and geometric computation.
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expanding a spatial database using an RDB or distrib-
uted KVS to manage temporal information. The 
future mobility requirement described in the first sec-
tion involves the ability to handle continuous move-
ments of a huge number of MTs, e.g., tens of millions 
of people or connected vehicles, that frequently 
change their positions and data transmission times. 
With an RDB, it would be necessary to update the 
structures of the search trees every time the RDB 
receives data, and such frequent updates would 
reduce the efficiency of writing the spatio-temporal 
information into the RDB. Therefore, a distributed 
KVS is a better choice for an STDB to manage a large 
number of MTs in real time because updating the 
RDB tree structure is not necessary. A distributed 
KVS is scalable, an even more advantageous feature 
for seamlessly storing a massive amount of data into 
multiple distributed data nodes. Consequently, we 
implemented an STDB with a distributed KVS.

In the following section, we describe high-speed 
spatio-temporal data-search technology developed by 
SIC using a distributed KVS and Z-curve and the 
fundamental STDB functions.

3.   High-speed spatio-temporal 
data-search technology

High-speed spatio-temporal data-search technolo-

gy is used to store sensor information received all at 
once from a large number of MTs in real space as 
well as spatial and temporal information associated 
with the sensor information, and simultaneously 
retrieve sensor information contained in a particular 
rectangular area and at a certain time given as a query. 
In particular, by applying the spatio-temporal code 
and limited node-distribution algorithm to a distrib-
uted KVS, the high-speed spatio-temporal data-
search technology satisfies the following require-
ments:

(1)	� Efficient multi-dimensional information 
search: Using spatio-temporal code as the dis-
tributed KVS key makes it possible to simul-
taneously search multi-dimensional informa-
tion—data sets consisting of time, latitude, 
longitude, and altitude.

(2)	� Adjustments to the search area: A spatio-tem-
poral code prefix search enables changing the 
area and time to search—for example, one 
hour before the current time, longitude 10 to 
20 degrees east and latitude 30 to 40 degrees 
north.

(3)	� Prevention of intensive access to particular 
nodes: The limited node-distribution algorithm 
can distribute information across all nodes 
that comprise the distributed KVS, which pre-
vents intensive access to particular nodes that 

Fig. 2.   The geohash.
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could occur with fluctuations in MT traffic in 
the real world (e.g., the urban area around a 
station is crowded in the morning, and the 
suburbs are crowded in the evening). 

(4)	� Prevention of searching all nodes: If informa-
tion is stored at random across the storage 
nodes of the distributed KVS, then it is diffi-
cult to identify the nodes in which the infor-
mation related to the query is stored, so an 
STDB has to access all storage nodes includ-
ing those with no related data when the STDB 
is searched for data. This results in inefficient 
data search. To solve this problem, the limited 
node-distribution algorithm identifies only the 
nodes that store information related to the 
query, so that the STDB only has to retrieve 
information from them, avoiding unnecessary 
node access.

3.1   Spatio-temporal code
Spatio-temporal code is information that expands 

on the aforementioned spatial code to include a time 
range and single-dimensional information with spa-
tial and temporal information bits rearranged accord-
ing to conversion rules using a Z-curve. Figure 3 
illustrates an example of spatio-temporal code, which 
consists of 36 bits for time, 30 bits for longitude, and 
30 bits for latitude. In this design, the minimum rect-

angle size of this code is 30 ms × 3 cm × 3 cm.
We now describe the procedure for storing and 

searching data using the spatio-temporal code with 
the limited node-distribution algorithm (Fig. 4). 

First, a spatio-temporal code is generated using the 
temporal (time) and spatial (longitude and latitude) 
information received from the client. Second, a hash 
computation on the fixed upper bits of the spatio-
temporal code generates a hash-value that corre-
sponds to a unique combination of nodes comprising 
the distributed KVS as candidate nodes to store data. 
Finally, one node is randomly selected from among 
these candidates. 

A spatio-temporal code is first generated from the 
search query that includes the temporal and spatial 
information received from the client; then a hash 
computation on the fixed upper bits of the spatio-
temporal code generates a hash-value to identify 
candidate storage nodes. The candidate storage nodes 
(not all the storage nodes) then execute the prefix 
match of the spatio-temporal code of the search query 
with their stored spatio-temporal codes. Finally, each 
candidate node returns its matching data to the client.

3.2   Limited node-distribution algorithm
With a spatio-temporal code on a particular area in 

the limited node-distribution algorithm, the fixed 
upper bits of the spatio-temporal code change so that 

Fig. 3.   Example of spatio-temporal code.
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the combinations of candidate storage nodes also 
continuously change. For example, even when traffic 
congestion occurs in a certain area, the combinations 
of candidate storage nodes also switch over time. As 
a result, continuous intensive access to particular 
nodes during traffic congestion is avoided. An illus-
tration of the transition of candidate-node combina-
tions is shown in Fig. 5. With data search, searching 
is only executed on the candidate storage nodes; 
hence, the limited node-distribution algorithm reduc-
es the overall workload to search only the desired 
spatio-temporal data from the large amount of stored 
data.

Particular information related to a certain area and 
time can also be searched instantly by comparing the 
prefixes of the single-dimensional spatio-temporal 
code stored in the database with those of the spatio-
temporal code given with the search query. 

Moreover, changing the length of the spatio-tempo-
ral code in the search query enables applications to 
adjust the width and length of the rectangle area and 
the search time. For example, to search a wider area 
or a longer period of time, a shorter spatio-temporal 
code in the query can be used. Conversely, to search 

a narrower area or a shorter period of time, a longer 
spatio-temporal code can be used in the query. 

Through our implementation and evaluation of the 
limited node-distribution algorithm, we confirmed 
that its throughput for storing data is 13 times better 
than conventional algorithms, and its throughput for 
searching data is 5 times better than conventional 
algorithms [1, 6].

4.   Overview of Axispot architecture

With the high-speed spatio-temporal data-search 
technology, we aim to further advance spatio-tempo-
ral data-management functions, such as searching 
complicated, non-rectangular areas (e.g., roads and 
building areas), that will contribute to next-genera-
tion services such as inter-vehicle communication 
and augmented reality. 

Figure 6 shows the overall Axispot architecture. 
Axispot consists of the following five layers: database, 
database management, geomesh, geometric search, 
and geometric analysis. The database layer consists 
of a distributed KVS consisting of multiple nodes to 
manage data. In the database-management layer, the 

Fig. 4.   Procedure of data storing and data search.
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Fig. 6.   Axispot architecture.
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nodes to store and search data are determined with the 
high-speed spatio-temporal data-search technology. 
In the geomesh layer, a spatio-temporal code is gen-
erated using a Z-curve. The shape of the search area 
in this layer is always a fixed-length rectangle defined 
by the spatio-temporal code (e.g., a 100-km square). 
Then, the geometric-search layer extracts MT data 
sets for still more complicated non-rectangular areas 
from the search result (the rectangular area) in the 
geomesh layer. For example, this layer only identifies 
MTs in complicated polygonal, non-rectangle areas 
such as roads, parks, or school districts from all the 
MT data sets for the particular rectangular area. 
Finally, the geometric-analysis layer enables spatio-
temporal analysis using the output information from 
the geomesh and geometric-search layers. For exam-
ple, this layer combines search results in the geomesh 
layer with MapReduce technology [7] to efficiently 
calculate geometric statistic information for distribu-
tion of a massive amount of MTs in a particular area 
and at a certain time. This also enables geofencing, 
detecting whether an MT enters or exits a specific 
area, called a fence.

Furthermore, we assume that Axispot can also be 
applied not only to the real world but also to cyber-
space; Axispot makes it possible to put MTs, such as 
digital humans and virtual automobiles correspond-

ing to a specific time and location managed in 
Axispot, into virtual cities and virtual natural envi-
ronments in cyberspace. We will develop this tech-
nology as a key component for synthesizing digital 
twins dynamically, hence, contributing to Digital 
Twin Computing [8].
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