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1.   Introduction

NTT proposed and is working on the Innovative 
Optical and Wireless Network (IOWN), which is 
composed of the All-Photonics Network, Cognitive 
Foundation®, and Digital Twin Computing [1], 
resulting in an innovative network with excellent 
capacity, low latency, flexibility, and energy effi-
ciency to create a smart world. Focusing on the 
physical layer, in addition to time-of-flight of light in 
an optical fiber and signal processing time at trans-
mission ends, one of the bottlenecks for achieving 
ultimate low latency might be a hierarchical tree-type 
network topology with vertically integrated optical 
transmission equipment. There have recently been 
serious discussions on an open and disaggregated 
optical transmission system, which can add more 
flexibility to the network topology. This activity is 
expected to drive the development of a wide range of 
services by providing openness and multi-vendor 
implementation at the component level and enabling 
the addition of user’s own applications and autono-
mous operation. It will also enable us to tailor net-
work topology for each application, such as high-

speed storage backup via a wide area network or 
transmission of multi-channel uncompressed ultra-
high-definition images captured at a sporting event 
via a network to a broadcast station. It is therefore 
important to create a platform for accelerating flexi-
bility and technical innovation in this optical trans-
port network.

2.   Activities towards open and disaggregated 
optical transmission systems

In the traditional optical transport network, optical 
transmission equipment is locked into specific ven-
dors in a vertical integration model and fixed from the 
transceiver to the operating system. This approach 
results in high implementation and maintenance 
costs, makes decentralization of supply sources dif-
ficult, and usually forces network interoperability on 
the user. It also makes it difficult to tailor network 
topology for applications. NTT laboratories have 
been developing flexible control technology for opti-
cal transport networks that facilitates the virtualiza-
tion of ICT (information and communication technol-
ogy) resources and started collaboration with its 
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global partners including network operating system 
(NOS) vendors, original design manufacturing ven-
dors, optical component vendors, and other partners 
to define the open interface of an optical transponder 
through activities in the Telecom Infra Project (TIP). 
In December 2017, the first interface specification 
and architecture of the Transponder Abstraction 
Interface (TAI) [2], which facilitates disaggregation 
between software and hardware of an optical tran-
sponder, was proposed to TIP. Its working model was 
then exhibited at TIP Summit 2018 and the Optical 
Networking and Communication Conference & 
Exhibition (OFC) 2019 with open hardware [3]. This 
section describes an optical network adaptable to 
cloud-native systems that we have been studying and 
software architecture for an open optical transponder.

2.1   �Optical network with open and disaggregated 
optical transmission systems

Conventional networks feature a hierarchical tree-
type topology based on the telephone network and 
Internet access. One key advantage of this topology is 
user-manageability; it allows operators to handle and 
maintain a huge number of calls or services to each of 
their users simply with a hierarchical structure. On 
the other hand, an optical transport network that 
handles cloud services, Internet of Things, and edge 
computing used to be required to support ultra-low-
latency communication machine to machine (M2M). 
An issue with tree-type topology is the high latency 
for M2M because communications between edges 
when they are under different branches need to pass 
up and down the tree through many optical fiber paths 
and equipment units. The full-mesh network with a 
whitebox packet transponder shown in Fig. 1 enables 
lower latency at low cost because of capital expendi-

ture reduction with multi-vendor coherent module 
capability, transponder-switch converged architec-
ture, open hardware, and rich network function 
implementation capability at the carrier edge with 
cloud-native and micro-service architecture.

2.2   �Transponder architecture for open optical 
transponder

Achieving an optical network adaptable to cloud-
native systems, as described above, will require a 
reduction in the cost of implementing and operating 
an optical transport network as well as flexible net-
work control. In datacenters, the evolution of open 
source software (OSS) accelerates automation of 
operations such as zero-touch provisioning and 
streaming telemetry. When the disaggregation of 
hardware and software technology developed for 
datacenter servers and switches spreads to the optical 
transport network field, operators can also use auto-
matic operation technologies with OSS for optical 
transport networks. We propose the optical transpon-
der architecture shown in Fig. 2 that adopts a Linux-
based NOS and enables the disaggregating of optical 
transmission equipment into hardware and software 
in a whitebox format. This architecture provides 
Ethernet-based optical and Internet Protocol (IP) net-
working capable of simple operation while adopting 
packet switching integrated architecture.

It also hides the proprietary specifications for the 
coherent components loaded on the optical transmis-
sion equipment and adopts the TAI [4], which is an 
application programming interface for vendor/gener-
ation-independent coherent module control. The use 
of the TAI reduces NOS development and mainte-
nance costs and enables NOS and optical transmis-
sion equipment to be combined in diverse ways. In 

Fig. 1.   Full mesh network topology with whitebox packet transponder.
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addition, hardware in this architecture takes on a 
modular configuration, which means that it can be 
used for small starts and easily exchanged as needed. 
The whitebox packet transponders Cassini and Gali-
leo shown in Fig. 3 are being proposed at TIP for an 
open optical transport network [5].

3.   Field trials of uncompressed video 
transmission in commercial 

datacenter interconnect

There is currently a major move toward the use of 
IP for transmitting video and audio in broadcast 
facilities. This transition is expected to enable 
uncompressed video/audio transmission, making full 
use of the large-capacity, low-latency, and bidirec-
tional communication characteristics. Interest is also 
growing in developing a remote production system 

that interconnects a relay site and broadcast station 
over an IP network and sends the video and audio 
acquired in the field to a broadcast station without 
prior editing (Fig. 4). Since the editing process takes 
place at the broadcast station, fully equipped produc-
tion vans are no longer required and editing crews are 
allowed to stay at the broadcast station. However, 
multiple Ethernet switches are required for long-dis-
tance transmission, which can affect the Precision 
Time Protocol used for synchronization among video 
devices. Long-distance and large-capacity capabili-
ties in the transmission of such video and audio are 
therefore important. Taking this into account, we con-
ducted field trials of 4K/60P video using commercial 
dark fiber between datacenters to assess the effective-
ness of our proposed optical transponder architecture 
(Fig. 5). In these field trials, we used Cassini white-
box packet transponders to directly connect two 

Fig. 2.   Conventional and proposed transponder architectures.
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points over approximately 20 km of dark fiber. For 
optical transmission, we used an analog coherent 
optics transceiver for carrying out digital coherent 
processing on the digital signal processor mounted on 
a Cassini plug-in unit. This pair of Cassini transpon-
ders is equipped with different NOSs, uses quadra-
ture phase-shift keying as the modulation system, and 
interconnects by 100-Gbit/s Ethernet. 

The 4K/60P video to be transmitted is output from 
a 4K video-reproducing device using four 3 Gbps 
Serial Digital Interface (3G-SDIs). These video 
streams are then input to two transmitters—two 
3G-SDIs per transmitter—and the outputs from these 
transmitters are finally output as separate SMPTE ST 
2110* flows. These transmitters connect directly to a 
Cassini transponder. The receivers used in this trial 
likewise connect to a Cassini transponder and the 
received IP flows are output by the four 3G-SDIs. 
Using this system, we conducted the field trials from 
July to September 2019 (Fig. 6). These trials con-
firmed that the video could be correctly reproduced 
on the receiver side and that 4K/60P uncompressed 
video could be transmitted using Cassini transpon-
ders.

4.   Conclusion

The optical transponder architecture we proposed is 
adaptable to cloud-native systems and enables flexi-

ble control of the optical network and easy addition 
of services. Going forward, we plan to develop tech-
nology for autonomously controlling and stabilizing 
the optical network in response to changes in the 
environment, application operations, etc.

Fig. 4.   Remote production workflow.
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Fig. 6.   Transmission of 4K video to receiver side.

*	 SMPTE ST 2110: A standard developed by the society of motion 
picture and television engineers (SMPTE) for transmitting video 
over IP networks for the professional media industries.



Regular Articles

NTT Technical Review 69Vol. 18 No. 3 Mar. 2020

References

[1]	 S. Iwashina, Y. Aragane, K. Minamihata, K. Shindo, and M. Fujiwara, 
“Initiatives to Realize the IOWN (Innovative Optical and Wireless 
Network) Concept,” NTT Technical Review, Vol. 18, No. 2, pp. 
27–31, 2020.

	 https://www.ntt-review.jp/archive/ntttechnical.php?contents= 
ntr202002iw1.html

[2]	 M. Long, “Open Optical Packet Transponder Leveraging OCP 
Networking Technology,” OCP Summit 2018, San Jose, CA, USA, 
Mar. 2018.

	 https://www.youtube.com/watch?v=krOsB7va9M4
[3]	 H. Schmidtke and H. Nishizawa, “TIP at OFC 2019: Collaboration 

with ONF, OOPT Project Group Updates,” Mar. 2019.
	 https://telecominfraproject.com/tip-at-ofc-2019-collaboration-with-

onf-oopt-project-group-updates/
[4]	 “Disaggregated Transponder Chip Transport Abstraction Interface,”
	 https://github.com/Telecominfraproject/oopt-tai
[5]	 V. López and H. Schmidtke, “Prime Time for Open and Disaggregated 

IP and Optical Technologies,” Nov. 2019.
	 https://telecominfraproject.com/prime-time-for-open-and-

disaggregated-ip-and-optical-technologies/

Seiki Kuwabara
Research Engineer, Photonic Transport Net-

work Laboratory, NTT Network Innovation 
Laboratories.

He received a B.E. and M.S. from Osaka Uni-
versity in 2007 and 2009. Since April 2009, he 
has been with NTT Network Innovation Labora-
tories. His current research interests include 
optical transport network operation systems and 
whitebox packet transponder switches. He is a 
member of the Institute of Electrical and Elec-
tronics Engineers/Communication Society.

Takahiro Yamaguchi
Group Leader, Senior Research Engineer, 

Supervisor, Media Innovation Laboratory, NTT 
Network Innovation Laboratories.

He received a B.E., M.E., and Ph.D. in elec-
tronic engineering from the University of Elec-
tro-Communications, Tokyo, in 1991, 1993, and 
1998. He joined NTT in 1998 and has been 
researching super high definition image distribu-
tion systems. He is currently a group leader of the 
media processing systems research group in NTT 
Network Innovation Laboratories. He is a mem-
ber of IEICE and the Institute of Image Informa-
tion and Television Engineers.

Yasuhiro Mochida
Research Engineer, Media Innovation Labora-

tory, NTT Network Innovation Laboratories.
He received a B.E. and M.E. from The Univer-

sity of Tokyo in 2009 and 2011. Since he joined 
NTT in 2011, he has been engaged in research on 
video transmission over IP networks including 
transport protocol, presentation synchronization, 
and video conferencing. His current research 
interest is in low-latency video transmission over 
high-speed optical networks. He is a member of 
the Institute of Electronics, Information and 
Communication Engineers (IEICE).

Hideki Nishizawa
Senior Research Engineer, Supervisor, Pho-

tonic Transport Network Laboratory, NTT Net-
work Innovation Laboratories.

He received an M.S. in physics from Chiba 
University in 1996. He joined NTT in 1996, 
where he is engaged in research on ubiquitous 
networking, photonic switching systems, and 
photonic transmission systems. He is a member 
of IEICE.

https://www.ntt-review.jp/archive/ntttechnical.php?contents=ntr202002iw1.html
https://www.ntt-review.jp/archive/ntttechnical.php?contents=ntr202002iw1.html
https://www.youtube.com/watch?v=krOsB7va9M4
https://telecominfraproject.com/tip-at-ofc-2019-collaboration-with-onf-oopt-project-group-updates/
https://telecominfraproject.com/tip-at-ofc-2019-collaboration-with-onf-oopt-project-group-updates/
https://github.com/Telecominfraproject/oopt-tai
https://telecominfraproject.com/prime-time-for-open-and-disaggregated-ip-and-optical-technologies/
https://telecominfraproject.com/prime-time-for-open-and-disaggregated-ip-and-optical-technologies/

