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1.   Post-Moore era

Moore’s Law, which states that the semiconductor 
integration rate doubles every 18 months, has reached 
its limit. The single-thread performance of central 
processing units (CPUs) has reached a plateau 
(Fig. 1). In the post-Moore era, hardware, such as 
graphics processing units (GPUs) and field-program-
mable gate arrays (FPGAs), are evolving. Various 
companies are proposing next-generation hardware. 
However, current software that has evolved around 
the CPU cannot perform at its fullest because it is not 
optimized for specific hardware that performs certain 
functions very quickly. We believe that the evolution 
of hardware alone is not enough to develop a comput-
ing system that supports various services and applica-
tions and that it is necessary to promote software 
innovation for improving the performance of such 
advanced hardware.

We are researching and developing software that 
efficiently uses the coherent Ising machine called 
LASOLVTM (with NTT Basic Research Laboratories) 
[1] and optical interconnect technology (with NTT 
Device Technology Laboratories). We aim to solve 
combinatorial optimization problems that were diffi-
cult to calculate and further improve the performance 
of computing systems.

NTT’s Innovative Optical and Wireless Network 

(IOWN) aims to promote a network and information-
processing infrastructure with ultralarge capacity, 
ultralow latency, and ultralow power consumption. 
We must not only speed up the network but also 
reduce the processing delay required for high pro-
cessing efficiency. To achieve this, it is necessary to 
flexibly combine and use various hardware with soft-
ware in accordance with the application. We need to 
drastically review the current computing architecture, 
which has limitations in speed and power saving, and 
develop a disaggregated computing architecture that 
performs high-speed and highly efficient data pro-
cessing. This new computing architecture will not 
only provide value-creating services by securely con-
necting a wide variety of real-world data but also 
create new value for a sustainable society by maxi-
mizing power efficiency.

NTT Software Innovation Center is researching and 
developing (a) memory-centric computing, a CPU-
independent technology, and (b) technologies for 
improving the performance of many-core CPUs of 
disaggregated computing by parallel processing. In 
this article, we explain a programming model for 
persistent memory and fast network devices for (a) 
and LineairDB, an open-sourced high-speed transac-
tional storage library, for (b).
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2.   Programming model for persistent memory

A new storage-tier device called storage class 
memory (SCM) is drawing attention. SCM is a per-
sistent memory device that is accessible at speeds 
close to dynamic random access memory (DRAM) 
and can have as large a capacity as that of NAND 
Flash solid state drives (SSDs). Intel Optane Persis-
tent Memory (PMEM), which is SCM, was commer-
cialized as a dual in-line memory module in 2019. It 
requires current software running moderately fast 
because SCM is fast, but it cannot make full use a 
persistent memory device’s performance. To achieve 
this, it must adapt the software design to SCM.

A legacy storage device, such as a hard disk drive 
(HDD) and SSD, is slow and not good at random 
accesses. Therefore, they have a general software 
design in which data are buffered on DRAM and the 
buffered data are written sequentially to legacy stor-
age. Such a design consumes a large amount of CPU 
resources to move data to DRAM and storage.

The current software design is effective when the 
performance difference between DRAM and storage 
is large but is not effective because SCM performance 
is close to that of DRAM and the advantage of buffer-
ing on DRAM is limited.

We are researching an SCM-aware program model 
to replace a disk input/output (I/O) layer consisting of 

DRAM and a persistent memory device with a layer 
of only SCM with PostgreSQL’s Write Ahead Log-
ging (WAL). The architecture of WAL is illustrated in 
Fig. 2.

In conventional PostgreSQL, log data are buffered 
using a unique buffer mechanism (shared buffer) on 
DRAM, then the log data are written to the storage. 
The non-volatile WAL buffer reviews the log mecha-
nism of this two-layer structure and writes data 
directly to PMEM without buffering to DRAM. The 
advantages of this method are reduction in the lock 
wait time of the WAL buffer area due to storage writ-
ing of log data, reduction in CPU/memory resources 
by reducing the number of data copies, and improve-
ment in the performance of insert operation by about 
20% [2]. This study is still ongoing as a software 
implementation study to reduce CPU processing by 
integrating storage and memory functions [3].

3.   Programming model for fast network device

The storage I/O bottleneck should be eliminated by 
examining the SCM-aware program model described 
above, but the next bottleneck factor is network I/O. 
In particular, the latency of network I/O is fatal in 
distributed data processing software that exchanges 
data between multiple nodes.

In high performance computing (HPC), this is 

Fig. 1.   42-year trend in microprocessor data.
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solved using a high-speed interconnect device such as 
Infiniband and remote direct memory access 
(RDMA), which is a low-latency transfer technology 
for memory (Fig. 3). RDMA is a technology that both 
ends of network devices execute data copy by bypass-
ing the CPU from the memory of the source server to 
the memory of the destination server. With no CPU 
intervention and no TCP/IP (Transmission Control 
Protocol/Internet Protocol) protocol processing, 
RDMA is capable of low-latency data transfer.

We are aiming to apply RDMA, which has been 
used mainly in HPC, to software for enterprises. We 
have conducted a basic evaluation of RDMA and 
applied it to MXNet, which is a distributed learning 
framework [4]. Low-latency transfer processing with 
RDMA is becoming possible even for memory on 
hardware such as FPGAs and GPUs, and we consider 
it an important technology to reduce CPU processing 
related to network processing.

4.   LineairDB: open-sourced high-speed 
transactional storage library

From our research on disaggregated computing, we 
proposed a method for high-speed transaction pro-
cessing on a many-core CPU. The method has high 
scalability of processing throughput on CPUs that 
have a total of 144 cores [5]. On the basis of this 
method, we developed and open-sourced a transac-
tional storage library called LineairDB in April 2020 
[6]. 

The number of transistors in CPUs has increased by 
increasing the number of CPU cores (Fig. 1). How-
ever, the current database design, the architecture of 
which was developed in the 1970s and 1980s, does 
not take into account many-core CPU machines 
because the design depends on single-core CPU 
machines. It is well known that the processing speed 
of a database decreases in many-core CPU environ-
ments [7].

Database researchers proposed various methods for 
solving this problem for read-heavy workloads but 
not write-heavy workloads. Therefore, we must use 
one of the current methods for write-heavy work-
loads. LineairDB has high-speed transaction process-
ing technology that provides scalability for write-
heavy workloads in many-core CPU environments 
and can improve the performance of many-core 
CPUs. For instance, on a server with a 144-core CPU, 
the method using LineairDB is three times faster than 
the current method for the popular benchmark YCSB 
(Yahoo! Cloud System Benchmark); read operation 
ratio 50%, write operation ratio 50%. The processing 
throughput is over 10 million transactions per second 
[6]. Since LineairDB has a simple key-value store 
interface, one can use it in various situations. The 
license of LineairDB is Apache License, version 2.0, 
which is highly compatible with several other licens-
es. We are always participating in the LineairDB 
community and use slack to communicate among 
users and developers. If one has questions and 
requirements, please join the LineairDB community. 

Fig. 2.   Application example of non-volatile WAL buffer to PostgreSQL logging function.
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Developers are also always welcome to the commu-
nity. We will extend LineairDB to be used in various 
use-cases by developing useful interfaces and range 
queries.
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Fig. 3.   General network processing and network processing using RDMA.
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