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1.   Integrating depth estimation with image 
segmentation to improve depth-map accuracy

Depth maps are a representation of the distance 
from the camera to the subject for each pixel in an 
image. They have various applications, including the 
familiar smartphone camera function that blurs dis-
tant background images when taking a picture and 
detecting nearby objects for self-driving vehicles.

We are conducting research and development 
(R&D) on a media-processing technology for 
improving the accuracy of depth maps by converting 
two-dimensional (2D) content into 3D content in 
addition to effectively representing newly created 3D 
content in the entertainment field (Fig. 1). This tech-
nology is composed of depth-map-generation tech-
nology, which generates accurate depth information 
from 2D images, and depth-map-optimization tech-
nology, which corrects depth maps for effective 3D 
representation and other purposes. 

2.   Technical points

(1)	 Depth-map-generation technology
There are various methods for obtaining depth 

maps, such as using the parallax between images 
from stereo cameras, combining camera images with 
information from a separate device (LiDAR*, etc.), or 
using various image-processing techniques. Deep 
learning has also been used recently to generate depth 
maps from 2D content, but the depth maps are gener-
ally of low resolution, and depth maps with clear 
outlines of the subjects cannot be obtained. When 
applied to recent high-definition (4K/8K) images, the 
resolution and quality of a depth map must also be 
high.

Regarding edge-preserving smoothing [1, 2], we 
are developing a technology for correcting depth 
maps, improving their accuracy, and enabling effec-
tive 3D representation by defining clear outlines for 
each subject in an image and performing edge-pre-
serving smoothing on the results of image segmentation 
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(Fig. 2). Specifically, the resolution of a depth map 
can be increased by filtering the low-resolution depth 
map obtained though depth estimation using the seg-
mentation-result image as a guide, while also pre-
serving the edges of the subjects in the image. We use 
the results of panoptic segmentation, which is a com-
bination of semantic segmentation and instance seg-
mentation, to enable separation of subjects and the 
background.

With this technology, depth estimation and seg-
mentation are only loosely related, so the algorithms 
for each can be adjusted as necessary. For example, 
we are currently using deep-learning algorithms for 
both depth estimation and segmentation, but other 
algorithms, such as those including self-supervised 
learning, can easily be substituted.
(2)	 Depth-map-optimization technology

The depth-map-generation technology described 
above can provide accurate depth maps, but when 
used as is, the maps may not necessarily be suitable 

for a particular application. For example, if the depth 
in the image is simply reduced to the depth range that 
can be expressed as a depth map, the depth difference 
in the image will not be sharp and the 3D expression 
will not be effective.

As a consequence, methods are used to correct 
depth maps to improve the sense of presence when 
viewing the 3D video. We are also developing a tech-
nology for optimizing depth maps, emphasizing the 
sense of depth surrounding the subject(s) that are the 
focus, to achieve a more effective 3D effect (Fig. 3). 
In particular, corrections are made from the following 
two perspectives. 
(a) �Limiting the range of depths used in 3D represen-

tations
A perceptual tendency when viewing in 3D is that 

it is difficult to distinguish fine depth differences in 
areas that are distant in the depth direction from the 
subject of focus (i.e., far in the background or close in 
the front), so we reduce the range of depth differences 

Fig. 1.   R&D of media-processing technology for improving the accuracy of depth maps.
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allocated to those depth ranges. Specifically, we ana-
lyze a depth map represented in steps from 0 to 255, 
create a histogram, and define ranges containing the 
subject as effective depth ranges. For example, this 
could be the range from the 5th percentile to the 95th 
percentile in the distribution of depth values from the 
depth map. Depths within this range are then extend-
ed over the range from 0 to 255, and values outside 
this range are mapped to either 0 (farthest) or 255 
(nearest). Therefore, the 3D representation only 
expresses the effective depth range for 3D viewing.
(b) �Representations emphasizing depth differences

By emphasizing the sense of depth in the range near 
the subject of focus, 3D video representing more 
subtleties can be generated. Specifically, from the 
depth-map histogram, we derive depth layers from 
the depth ranges containing the subjects of focus. The 
range of the depth layer with the subject to be empha-
sized most is then expanded, and the positions and 
depths of each of the depth layers are adjusted to 
emphasize the depth representation of that layer. This 
generates a mapping function for depth values, with 
input depth values on the horizontal axis and output 
values on the vertical axis, which has a segment for 

each depth layer. The segment for the layer contain-
ing the most emphasized subject has the greatest 
slope. 

On the basis on the above two points, we derive a 
mapping function (nonlinear depth-map transform) 
to correct the depth map and apply it to the depth-map 
image, generating an optimized depth-map image.

There are various types of 2D archive video con-
taining a range of camera work and scene changes, so 
the content of depth maps tends to change greatly 
with time. To enable depth-map optimization that can 
produce effective 3D representations for all such 
cases, we intend to continue applying our depth-map-
optimization technology to various types of content, 
evaluate the results, and improve the quality of depth-
map optimization.

3.   Use in HiddenStereo

We are currently promoting the development of a 
system to generate HiddenStereo (a technology 
developed by NTT Communication Science Labora-
tories [3]) images, which enables natural 3D viewing 
using depth maps generated and optimized using all 

Fig. 3.   Depth-map-optimization technology.

Notes

Histogram HistogramMapping function

Depth map
before optimization

Depth map
after optimization

Optimization

Apply

(b) Correction emphasizing
differences in depth

Depth layers containing
the subjects of focus

FrontBack FrontBackInput

Output

(a) Depth range used in the 3D
representation is limited to the
range of the subject that is the
focus.

Within the limited depth range
that can be represented, convert
a depth map into a depth map
that effectively represents a
sense of depth for the subject.



Feature Articles

25NTT Technical Review Vol. 19 No. 3 Mar. 2021

the above-mentioned technologies (Fig. 4).
HiddenStereo generates a disparity-inducer pattern 

from the original video and depth map, which pro-
vides depth information to human viewers. Images 
for the left and right eyes can be generated by adding 
or subtracting this pattern from the original image. 
When the left and right images are added together, the 
disparity-inducer patterns completely cancel each 
other out, leaving the original image, so that viewers 
without 3D glasses can see the 2D image clearly. 
Viewers with 3D glasses see the image with depth 
due to the effects of the disparity-inducer pattern.

This technology enables viewer-friendly 3D dis-
play, allowing each viewer to select how they want to 
view at any time, and all view the same display con-
tent. Since no special equipment is needed to display 
2D and 3D at the same time, existing 3D display 
environments can be used as-is. Operational require-
ments for ordinary 3D video projection, such as pre-
senting 3D and 2D video at different times, or prepar-

ing separate venues for 3D and 2D presentation are 
no longer necessary, which could reduce the operat-
ing costs for 3D video presentation. 

By using our technology for improving depth-map 
accuracy, by integrating depth estimation with image 
segmentation, with HiddenStereo, we can convert not 
only new content captured with stereo cameras or 
created with 3D computer graphic production but 
also from 2D content produced in the past into 3D 
content.

4.   Future developments

We introduced a media-processing technology we 
are developing for improving the accuracy of depth 
maps by integrating depth estimation with image seg-
mentation, and a system using this technology to 
generate HiddenStereo images, enabling natural 3D 
viewing from monocular 2D image. We will continue 
investigation to further improve the speed and quality 

Fig. 4.   HiddenStereo.
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of each of the component technologies through  
verification trials and other means to contribute to 
implementing businesses using natural interaction. 
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