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1.   Introduction

Constructing non-blocking switching networks [1], 
where connections can be established between any 
pair of idle ports, remains a vital issue in the field of 
network design. Such networks have been applied in 
many areas such as telephone networks [2], asyn-
chronous transfer mode networks [3], optical switch-
ing with wavelength-division multiplexing technolo-
gies [4], and time-division packet switching [5]. A 
rich body of literature has been produced on non-
blocking networks with the goal of constructing 
larger-capacity networks [6, 7]. Clos networks [2] are 
classic networks, and their capacity has been exten-
sively analyzed [8], e.g., 10,000 connections can be 
accommodated using 59 2000-port switches arranged 
in a three-stage network.

To the best of our knowledge, studies on non-block-
ing networks made the implicit restriction that 
switches have two facing sides with several ports, and 
only one side can be used to connect to endpoints [9, 

10]. For example, in Fig. 2, for switches in the input 
layer, the left side is connected to endpoints (t’s) 
while the right side is linked to switches. This restric-
tion makes it easy to understand the network, but it 
might decrease the efficiency of a Clos network if it 
consists of ordinary square switches (switches with 
equal numbers of input/output ports) [11, 12]. As 
discussed in Section 3, a substantial number of ports 
has to remain unused in a Clos network, e.g., in Fig. 
2, if unused (black) ports are connected, the capacity 
would not increase or the network would lose its non-
blocking property.

We focus on a non-blocking switching network 
with greater capacity than the Clos equivalents. To 
increase capacity, we remove the above implicit 
restriction while still using square switches, which 
have equal numbers of input/output ports, as used in 
previous studies [9, 10]. To the best of our knowl-
edge, this is the first study on maximizing the capac-
ity of non-blocking networks that use square switches 
without the above restriction. Among the several 
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known non-blocking properties [1], we investigated 
non-blocking networks in the strict sense (any idle 
port can be connected independent of current connec-
tions) with the most fundamental form of space-
division multiplexing*1. Note that we focus on net-
works with only a single intermediate layer to miti-
gate signal attenuation. Since our focus is on the strict 
non-blocking property, routing issues are not dis-
cussed.

The contributions of this article are summarized as 
follows.

•  Section 3 reveals that a substantial number of 
ports can remain unused in Clos networks.

•  Section 4.1 proposes a strictly non-blocking net-
work that is based on a Clos network.

•  Section 4.2 proves that the proposed network has 
equal or larger capacity than a Clos network.

•  Numerical evaluations with reasonable parame-
ters showed that the proposed network has up to 
about 30% larger capacity than a Clos network 
(Section 5).

2.   Preliminaries

2.1   Problem statement
The basic switching component is represented as a 

square switch, as illustrated in Fig. 1. A square switch 
has two sides, and each side has N ports. Although 
input and output ports can coexist on the same side, 
we are only allowed to connect an input port on one 
side with an output port on the other side. We assume 
that all switches have equal N. The size of a square 
switch is defined as N.

A switching network is defined as a set of switches 
connected by directional links (optical fibers), and 
the network is connected to endpoints, as illustrated 
in Fig. 2. Ports connected to an endpoint are called 
external ports, while the other ports are called inter-
nal ports. Ports without links are called unused ports. 
Since links have a direction, all external/internal ports 
and endpoints are classified as either transmitting or 
receiving. Every transmitting port/endpoint is 

allowed to connect only with a receiving one. We 
consider switching networks with a single layer of 
intermediate switches (intermediate switches are 
those without external ports) such as one-sided two-
stage (Fig. 2 and Fig. 3) and two-sided three-stage 
(Fig. 4) networks.

Connection requests are classified into two catego-
ries: creation and termination. A creation request, 
specified by a pair of idle endpoints, triggers the 
establishment of a path between the endpoints. In 
Fig. 2, two endpoints t1

1 and r2
1 are specified, and the 

thick gray line represents the path established 
between them. A termination request, which specifies 
an existing connection, releases the corresponding 
path. Note that the request sequence is unknown in 
advance.

Strictly non-blocking networks are designed to 
accept any request sequence without requiring the 
rearrangement of existing paths. Moreover, paths 
used to satisfy creation requests should be chosen 
arbitrarily. Thus, the path-selection algorithm is out-
side the scope of this article.

Our problem, the connection maximization prob-
lem, is defined as follows. Given the number of 
switches, construct a strictly non-blocking network 
that has the maximum number of connections. This 
maximum number of connections is the capacity of 
the network. In Fig. 2, given seven switches, eight 
connections can be established between the eight 
transmitting endpoints and eight receiving endpoints.

2.2   Current approach: Clos networks
This subsection reviews current non-blocking net-

works, i.e., their connection schemes, non-blocking 
conditions, and formulations of the connection maxi-
mization problem. We explain two current Clos net-
works: unfolded Clos [2, 6, 9] and folded Clos [7, 10]. 
Note that an unfolded Clos network is usually called 
just a Clos network, but to eliminate the ambiguity 

*1 Extension to time-division, wavelength-division, and code-divi-
sion multiplexing [7] is for our future work.

Fig. 1.   All four possible configurations in a square switch of N = 4.
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Fig. 2.    An example of strictly non-blocking switching network (N = 6). External switch ports are gray, internal switch ports 
are white, and unused ports are black.
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Fig. 3.   A folded Clos network consisting of k + l switches. This network offers up to n · k connections.
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between folded and unfolded, we explicitly call it an 
unfolded Clos network. The disadvantages of these 
networks are analyzed in Section 3. These networks 
are similar, but they have different capacities, as dis-
cussed in Section 5.

As explained in the Introduction, these networks 
have an implicit restriction; ports on one side are 
either all external or all internal; mixing is not permit-
ted.
2.2.1   Folded Clos networks

Figure 3 illustrates a folded Clos network [7, 10]. A 
folded Clos network has k > 2 switches in the input-
output layer and l switches in the intermediate layer. 
The case of k ≤ 2 is ignored because it can support at 
most N connections, and a single switch is sufficient. 
The right side of each switch in the input-output layer 
is connected to each side of the switches in the inter-
mediate layer with m fibers. The left side of each 
switch, Pi, in the input-output layer is connected to n 
transmitting endpoints, {tji}j = 1,…, n, and n receiv-
ing endpoints, {rj

i}j = 1,…, n. Hence, a folded Clos 
network can serve n · k connections in total. In Fig. 3, 
substituting 4, 3, 1, 2 with k, l, m, n, respectively, 
yields the network in Fig. 2.

The network is strictly non-blocking if and only if 
[7]

2  n−1
m

  + 1 ≤ l.  (1)
  
Therefore, as illustrated in Fig. 2, if we increase the 

number of external ports, n, to 3 from 2, i.e., 3 trans-
mitting external ports and 3 receiving ones, then the 
network loses its strictly non-blocking property.

In folded Clos networks that use at most a switches 
with N ports, the maximum number of connections, 
i.e., the capacity fC(a; N) can be obtained by solving 
the following problem over positive integer variables 
k(> 2), l, m, n ∈ .

max n · k (2)
s.t. n ≤ N/2  (3)
 m · l ≤ N/2  (4)
 m · k ≤ N (5)

 2  n−1
m

   + 1 ≤ l (6)

 k + l ≤ a. (7)

Objective (2) represents the number of connections in 
a folded Clos network, and Constraints (3), (4), and 
(5) infer that each side of the switch has enough ports 
for fiber provision. Constraint (6) guarantees the non-
blocking property, and Constraint (7) restricts the 

number of switches used. We say the connection 
parameters (k, l, m, n) are feasible for a folded Clos 
network if they satisfy Constraints (3), (4), (5), and 
(6).
2.2.2   Unfolded Clos networks

Figure 4 illustrates an unfolded Clos network [2, 6, 
9]. Its connection scheme is similar to that of folded 
Clos networks. We consider only k > 1 for the same 
reason given for folded Clos networks.

This network is strictly non-blocking if and only if 
[6]

2  n−1
m

   +1 ≤ l. (8)

As with a folded Clos network, the maximum num-
ber of connections, i.e., the capacity fU (a; N), can be 
obtained by solving the following problem over posi-
tive integer variables k(> 1), l, m, n ∈ ℕ.

 
max n · k (9)
s.t. n ≤ N (10)
 m · l ≤ N (11)
 m · k ≤ N (12)

 2  n−1
m

  + 1 ≤ l (13)

 2k + l ≤ a. (14)

3.   Disadvantages of using Clos networks

This section explains the disadvantages of Clos 
networks. Moderately sized strictly non-blocking 
folded Clos and unfolded Clos networks must have 
relatively large numbers of unused ports.
Proposition 1. Let s be an integer greater than 1. A 
strictly non-blocking folded Clos network that can 
serve at least sN connections has at least 1

2  (1− 1
s ) N 

unused ports on the left side of the input-output 
switch. That is, if connection parameters (k, l, m, n) 
are feasible for this network and satisfy nk ≥ sN, then 
N − 2n ≥ 1

2  (1− 1
s ) N.

Proof. Let (k, l, m, n) be feasible connection param-
eters with nk ≥ sN. We have k ≥ 2s because of Con-
straint (3) and condition nk ≥ sN. Let q be an integer 
such that q =  

n−1
m

  , then we have n ≤ (q + 1)m and 2q 
+ 1 ≤ l from Constraint (6). Together with Constraints 
(4) and (5), we have 2n ≤ (l + 1)m ≤ 2n ≤ (l + 1)m ≤ 
N
2  + N

2s = 1
2  (1 + 1

s ) N.
Proposition 2. Let s be an integer greater than 1. A 
strictly non-blocking unfolded Clos network that can 
serve at least sN connections has at least 1

2  (1− 1
s ) N 

unused ports on the left/right side of the input/output 
switch. That is, if connection parameters (k, l, m, n) 



Regular Articles

NTT Technical Review 57Vol. 19 No. 3 Mar. 2021

are feasible for this network and satisfy nk ≥ sN, then 
N − n ≥ 1

2  (1− 1
2 ) N.

Proof. Let (k, l, m, n) be feasible connection param-
eters with nk ≥ sN. We have k ≥ s because of Con-
straint (10) and condition nk ≥ sN. Let q be an integer 
such that q =  

n−1
m   , then we have n ≤ (q + 1)m and 

have 2q + 1 ≤ l from Constraint (6). Together with 
Constraints (11) and (12), we have n ≤ l+1

2
 m ≤ N

2  +  N
2s 

= 1
2  (1 + 1

s ) N. 
The above propositions show that the capacity of 

folded Clos or unfolded Clos networks increases and 
more ports are unused: the number approaches N

2  
asymptotically. This was also observed through the 
numerical evaluation discussed in Section 5.

4.   Proposed network

In this section, we explain the proposed network 
that is based on folded Clos networks. First, we 
explain the proposed network and its non-blocking 
condition. We then compare its capacity with that of 
Clos networks from the theoretical viewpoint.

4.1    Proposed network and its non-blocking con-
dition

Figure 5 illustrates the proposed network. Both 
sides of the input-output layer are connected to end-
points. At the left side of each switch in the input-

output layer, n ports are connected to receiving end-
points, while every m port is connected to the down 

Fig. 4.   An unfolded Clos network consisting of 2k + l switches. This network offers up to n · k connections.
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switches. This network offers up to n · k connections.
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side of a switch in the intermediate layer. The right 
side mirrors this configuration. The proposed net-
work offers n · k connections in total. We consider 
only k > 2 as per a folded Clos network. We con-
firmed that the construction of the proposed network 
is feasible on commercially available optical switch-
es.

The strictly non-blocking condition, Condition (1), 
does not change, and the proof is almost the same as 
for a Clos network [2, 6] (the proof is given at the end 
of this subsection).
Proposition 3. The proposed network is strictly non-
blocking if and only if

2  n−1
m

  + 1 ≤ l.  (15)

The maximum number of connections, i.e., the 
capacity fP(a; N), can be obtained by solving the fol-
lowing problem on positive integer variables k(> 2), l, 
m, n ∈ .

max n · k (16)
s.t. n + m · l ≤ N (17)
 m · k ≤ N (18)

 2  n−1
m

  + 1 ≤ l (19)

 k + l ≤ a. (20)

Compared to a folded Clos network, the constraints 
related to input-output square switch size, i.e., Con-
straints (3) and (4), are replaced with Constraint (17). 
The other constraints are the same.

As discussed in Section 5, the proposed network 
has less unused ports compared with current net-
works because the proposed network does not have 
the implicit restriction, that is, a single side in the 
proposed network can have both external and internal 
ports.

Finally, we give a proof of Proposition 3.
Proof of Proposition 3. First, we discuss sufficiency. 
Without loss of generality, we can assume that a 
connection-creation request (t1

1, r1
2 ) has arrived. 

Because P1 uses at most n−1 fibers connected to 
transmitting endpoints, at most n−1 fibers that go to 
intermediate switches from P1 are used. With the 
same argument, at most n−1 fibers that come to P2 
from intermediate switches are used. Hence, at most  
 
n−1
m

  intermediate switches run out of available fibers 
that come from P1, and at most  

n−1
m   intermediate 

switches run out of available fibers that go to P2. 
Thus, if we have 2  

n−1
m

  +1 intermediate switches, 
there exists at least one intermediate switch that has 

an available fiber coming from P1 while another one 
goes to P2. By using this intermediate switch, we can 
establish the connection.

Next, we discuss necessity. Suppose l is 2  
n−1
m

  , 
and connection-creation requests {(ti1, ri

2)}i = 1,…, 
n–1 and {(ti2, ri

3)}i = 1,…, n–1 have arrived; the for-
mer requests {(ti1, ri

2)} use the first l/2 intermediate 
switches, and latter requests {(ti2, ri

3)} use the last l/2 
intermediate switches. Note that a strictly non-block-
ing network has to establish a connection between 
idle ports regardless of the past path selection. How-
ever, connection-creation request (tn

1, rn
3) cannot 

occur because the first l/2 intermediate switches do 
not have any available fiber coming from P1 and the 
last l/2 intermediate switches do not have any avail-
able fiber going to P3.

4.2   Capacity comparison
This subsection compares capacity from a theoreti-

cal viewpoint. We show that the proposed network 
has equal or larger capacity than a folded Clos net-
work (Theorem 1). With regard to an unfolded Clos 
network, we give only a sufficient condition for the 
proposed network to have equal or larger capacity 
(Theorem 2). Due to the complexity of the discrete 
nature of integers, it is intractable to analyze the 
remaining case, i.e., the case that Theorem 2 does not 
cover. To compare the remaining case, we conducted 
a numerical evaluation, as discussed in Section 5.

First, we prove that the capacity of the proposed 
network fP(a; N) is greater than or equal to that of a 
folded Clos network fC(a; N).
Theorem 1. The proposed network has equal or 
larger capacity than a folded Clos network. That is, 
we have

fC(a; N) ≤ fP(a; N) (21)

when there is a feasible solution for a folded Clos 
network.
Proof. Suppose that the connection parameters (k, l, 
m, n) are feasible for a folded Clos network. That is, 
(k, l, m, n) satisfy Constraints (3), (4), (5), (6), and (7). 
Then, it is sufficient to show that (k, l, m, n) are also 
feasible for the proposed network. The only differ-
ence between the proposed and folded Clos networks 
is that a folded Clos network has Constraints (3) and 
(4), whereas the proposed network has Constraint 
(17). We have  

N
2   +  

N
2   ≤ N. Since Constraints (3) and 

(4) infer another Constraint (17), (k, l, m, n) are also 
feasible for the proposed network. 

Next, we give a sufficient condition for the  
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proposed network to have equal or larger capacity to 
an unfolded Clos network.
Theorem 2. If one of the optimal configurations of an 
unfolded Clos network has even m, then the proposed 
network has equal or larger capacity, i.e., fU(a; N) ≤ 
fP(a; N), where m is the number of connections 
between the input/output switches and intermediate 
switches.

To prove Theorem 2, we use the following proposi-
tion and lemma. First, we give a proof of the lemma, 
then provide a proof of the proposition, and finally 
prove Theorem 2.
Proposition 4. Let (k, l, m, n) be feasible for an 
unfolded Clos network and m be an even integer. 
There exist feasible parameters (k’, l’, m’, n’) for the 
folded Clos network such that nk ≤ n’k’ and 2k + l ≥ 
k’ + l’.
Lemma 1. Let (k, l, m, n) be feasible for an unfolded 
Clos network, m be an even integer, and n be an odd 
integer. Parameters (k, l, m, n+1) are also feasible for 
the unfolded Clos network.
Proof of Lemma 1. Let q be an integer such that q =  
 
n−1
m

  . It is sufficient to show n+1 ≤ N and  
n
m   = q. 

Since n is odd and m is even, we have qm + 1 ≤ n ≤ 
m(q+1) − 1. This inequality gives us  

n
m   = q. In addi-

tion, since Constraint (11) is satisfied, we have n+1 ≤ 
m(q+1) ≤ m(2q+1) ≤ ml ≤ N. 
Proof of Proposition 4. Due to Lemma 1, we can 
assume that n is also even. Hence, it is sufficient to 
show that (k’, l’, m’, n’) = (2k, 2  

n−1
m   + 1,  

m
2   ,  

n
2   ) 

are also feasible for the folded Clos network. That is, 
we show that (k’, l’, m’, n’) satisfy Constraints (3), 
(4), (5), and (6). Since m and n are even, Constraints 
(3), (4), and (5) are satisfied. Let us consider the 
remaining constraint, Constraint (6). Let q be an inte-
ger such that q =  

n−1
m

  , then by using integer r ∈ {0, 

1, ..., m−1}, n can be represented as n = mq + r +1. By 
dividing by 2 and subtracting 1, we have n’–1 = m’q 
+ (r+1)/2 − 1. Since m and n are even, the residue 
(r+1)/2 − 1 is one of {0, 1, ..., m’−1}. Hence, we have 
2  

(n'−1)
m'

  + 1 = 2  
n−1
m

  + 1 = l'. 
Proof of Theorem 2. We prove the theorem by contra-
diction using Theorem 1 and Proposition 4. Suppose 
that there exists a configuration of an unfolded Clos 
network with even m that has a larger capacity than 
the proposed network. Then, by Proposition 4, we can 
convert this unfolded Clos network into a folded Clos 
network without losing capacity. Hence, the convert-
ed folded Clos network has larger capacity than the 
proposed network. However, this contradicts Theo-
rem 1.

5.   Numerical evaluation

This section numerically compares the proposed 
network with folded and unfolded Clos networks*2. 
We now show that the proposed network has 
improved capacity.

First, we show that switch size slightly affects the 
results. Figure 6 shows the capacity (y-axis) and 
number of switches used (x-axis). We plot the results 
for the folded Clos, unfolded Clos, and proposed net-
works, that is, fC(a; N), fU(a; N), and fP(a; N). We used 
three switch sizes, N = 100 (Fig. 6(a)), 1000 
(Fig. 6(b)), and 10,000 (Fig. 6(c)). All three cases 
generated almost identical plots. We confirmed that 

Fig. 6.    The capacity and number of switches used. We examined three square switch sizes N = 100 (a), 1000 (b), and 10,000 
(c). All three cases generated almost identical plots.
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*2 The capacity of an unfolded Clos network matches that of a fold-
ed Clos network. For example, let the switch size be N =100 and 
the number of switches be one of {8, 9, ..., 12}. Then the unfold-
ed Clos network has larger capacity for a = 8, 12, and the folded 
Clos network has larger capacity for a = 9, 10, 11.
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other switch sizes, N ∈ {200, 300, ..., 900}  {2000, 
3000, ..., 9000}, generated almost identical plots. 
These results imply that switch size slightly affects 
capacity comparison. Note that, in the folded Clos, 
unfolded Clos, and proposed networks, the line 
became flat when a exceeded around 3/2N, 3N, and 
5/3N, respectively. The reason is that capacity does 
not increase even if we add more available switches 
since we run out of internal ports that the switches 
can use to connect with each other. One way to evade 
this situation is adding another intermediate layer. 
However, as explained in Section 2.1, we considered 
networks with a single intermediate layer. Extension 
to multistage networks is for future work.

Next, we compared the capacity of the proposed 
network with folded Clos and unfolded Clos net-
works. We investigated plots for a certain switch size 
since, as we saw above, the switch size slightly 
affects the plots. We chose N of 1000. Figure 7 is an 
enlargement of Fig. 6(b), i.e., replots the curves with 
smaller ranges of a, since it is difficult to tell the dif-
ference among the three lines from Fig. 6(b) when a 
is relatively small. Figures 7(a) and 7(b) illustrate the 
plots for 0 ≤ a ≤ 200 and for 200 ≤ a ≤ 1200, respec-
tively. These three figures show that the proposed 
network has equal or larger capacity than the folded 
Clos network and that the proposed network has 
equal or larger capacity than the unfolded Clos net-
work if a ≤ 2.3N. In fact, the proposed network has up 
to about 30% more capacity. For example, when the 
number of available switches a is 833, the capacity of 
a folded Clos network is 125,000 with (k, l, m, n) = 
(500, 249, 2, 250), and that of an unfolded Clos net-
work is 125,250 with (k, l, m, n) = (250, 333, 3, 501), 
whereas that of the proposed network is 167,000 with 

(k, l, m, n) = (500, 333, 2, 334). We also compared 
capacity using other switch sizes, N ∈ {200, 300, ..., 
900}  {2000, 3000, ..., 9000} and confirmed that the 
proposed network has equal or larger capacity than an 
unfolded Clos network if a ≤ 2.3N.

Finally, we compared the number of unused ports 
on the left side of the input switch; those of a folded 
Clos, unfolded Clos, proposed networks are N−2n, 
N−n, N−n−ml, respectively. Figure 8 shows the num-
ber of unused ports when N = 1000. In the folded Clos 
and unfolded Clos networks, almost half the ports 
remained unused, whereas, in the proposed network, 
the number of unused ports was less than 10 in more 
than 90% of a ≤ 3000. The largest number of unused 
ports was 134 when a = 1155. At this point (a = 
1155), m of the optimal connection parameters 
decreased to 1 from 2, and this change made some 
ports unused. We also compared the number of 
unused ports using other switch sizes and obtained 
similar results.

6.   Related work

A Clos network is one of the most commonly used 
non-blocking networks [1, 2, 6]. Many studies have 
examined non-blocking properties under various 
switching environments. There are four non-blocking 
properties; strictly [2], wide-sense [6], re-arrangeably 
[1], and re-packably [7]. The wide-sense property 
allows us to select which path is used to establish a 
new connection. Under the strict property, the path is 
arbitrarily chosen. The latter two enable us to rear-
range existing paths to establish connections. We 
focused on strictly non-blocking networks because 
wide-sense non-blocking fails to significantly 

Fig. 7.   The capacity and number of switches used for smaller a. These plots were obtained by enlarging Fig. 6(b). 
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increase capacity if at all [6], and the latter two types 
require the movement of existing connections, which 
triggers network outages during path reconfiguration.

7.   Conclusion

This article proposed a non-blocking network com-
posed of square switches such as optical switches and 
confirmed that it has a larger capacity than Clos net-
works. Our network has up to about 30% more capac-
ity under reasonable parameters. Future work 
includes investigating routing algorithms on our net-
work and extensions to multiple intermediate layers.
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Fig. 8.   The number of unused ports on the left side of the input switch and number of switches used when N = 1000. 
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