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1.   Introduction

Artificial intelligence (AI)-related technologies, 
such as deep learning, have made remarkable prog-
ress and are being introduced to fields that were pre-
viously impractical for application. Regarding image 
processing, it used to be difficult to distinguish 
between dogs and cats; however, by using deep learn-
ing, it has become possible to distinguish between 
dog breeds and even identify a dog’s location at the 
pixel level. Regarding language processing, machine 
translation has improved dramatically over the last 
decade. In individual tasks, it is possible to automati-
cally identify such matters as “The author of this text 
has a negative opinion.” and “This word represents a 
person’s name.” 

There has been a breakthrough with BERT (Bidi-
rectional Encoder Representations from Transform-
ers) [1], a technology that supports natural-language*1 
processing, which is attracting much attention. How-
ever, one of the challenges in applying BERT to busi-
ness is that the expected accuracy in text classifica-
tion cannot be achieved from documents that contain 
a large amount of domain-specific terminology of 
industries such as finance and healthcare. A financial 

version of BERT (Financial BERT) and domain-spe-
cific BERT framework that NTT DATA developed 
and is developing, respectively, to solve the above-
described problem, are introduced in this article.

2.   Natural-language-processing technology

Deep-learning technology has achieved high accu-
racy in a wide range of tasks, such as classification, 
detection, numerical prediction, and generation, and 
in certain tasks, it is even more accurate than humans. 
In 2015, in an image-classification benchmark task, it 
outperformed humans and gained much attention. 
The field of natural-language processing is also 
evolving. It is shifting from methods based on pattern 
recognition and frequency of occurrence to methods 
based on deep learning. As a result, it has become 
possible to automatically perform the following 
tasks:

•  Analyze the text and decipher such sentiment as 
“The author of this sentence has a negative 
view.” (positive-negative judgment)
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•  Quantify potential risks from the input textual 
data (scoring)

•  Extract specific types of words (such as personal 
names and place names) from text (named-entity 
extraction)

•  Retrieve information from the input documents 
and answer the related questions (question 
answering)

In natural-language processing, it is common to 
process input in units of words or sentences. It has 
recently become common to prepare a general-pur-
pose model for processing words and sentences in 
general documents and then fine-tune the model for 
each specific task. This generic model is called a lan-
guage model, and BERT, which is discussed below, is 
also a type of language model. 

3.   Overview of BERT

BERT is a general-purpose natural-language-pro-
cessing model developed by Google. When BERT 
was released in 2018, it made headlines for breaking 
the previous records of various natural-language-
processing benchmark tasks. For example, in the 
benchmark task described below, BERT outper-
formed human participants. In that task, participants 
were provided with sentences of about 140 words 
extracted from Wikipedia then asked to answer ques-
tions about the content. 

The strength of BERT is that it makes it possible to 
solve problems in various domains and tasks by using 
a single model. Before BERT was developed, it was 
necessary to prepare a large amount of training*2 data 
to develop a model for each task, because the model 
needs to learn the characteristics of the task from the 
training data from scratch. BERT can build a general-
purpose model without training data by executing 
unsupervised pre-training with a large set of docu-
ments. Therefore, one significant achievement of 
BERT is that it makes it possible to construct a gen-
eral-purpose language model simply by using a large 
number of sentences without any further processing 
such as annotation. In reality, however, only certain 
organizations with abundant technical capabilities 
and computing resources can construct such a gener-
al-purpose pre-training model.

To achieve high accuracy in a certain target task, 
only a small amount of training data is required to 
fine-tune the pre-trained generic BERT model. In the 
task of classifying the author’s views into “positive” 
and “negative,” for example, it is common to add a 
small weighting model in the latter part of the lan-

guage-model layer, which can output the degree of 
“positive” and “negative” as numbers, and the final 
result will be output by comparing those numbers.

4.   Japanese localization of BERT and  
NTT version of BERT

The target language of the original BERT released 
by Google is English. In Japan, institutions such as 
Kyoto University and the National Institute of Infor-
mation and Communications Technology (NICT) 
have released Japanese pre-trained BERT models. 
The key to building a general-purpose pre-trained 
BERT model is to ensure the quality (diversity) and 
quantity of documents used for pre-training. Initially, 
the method of constructing a Japanese version of a 
pre-trained model was to use the full text of the Japa-
nese version of Wikipedia (about 3 GB), which guar-
antees a certain level of quality and quantity and is 
easy to obtain. It has, however, become clear that this 
method does not perform well regarding spoken lan-
guage, which appears less frequently than written 
language in Wikipedia. 

NTT laboratories are constructing a Japanese pre-
trained BERT model using a large-scale corpus (about 
13 GB) they created, and the model outperforms the 
published pre-trained models in many tasks. Unless 
otherwise specified, the BERT described below refers 
to the BERT developed by NTT laboratories.

5.   Additional training for domain-specific tasks

The original BERT and its Japanese version have 
performed better than conventional models. For 
example, in finance, they are expected to be used for 
automatic allocation of frequently answered question 
(FAQ) answers and risk information extraction from 
financial documents; and in the medical field, it is 
expected to be used in such cases as checking the 
content of electronic medical records and using infor-
mation in medication package inserts. However, it 
has become a problem that the aforementioned 
method of fine-tuning a general-purpose model pre-
trained with a large set of general documents cannot 
always achieve the expected level of accuracy in 
actual business applications. 

*2 Training (data): Labeling data so that the AI model can interpret 
them in accordance with the task to be solved. For example, la-
belling a text reviewing a certain product as “favorable” or “unfa-
vorable,” and labelling “personal name” and “place name” ap-
pearing in a text. Adding information for training to data is called 
annotation.
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This problem becomes apparent when the data of a 
business task are mostly specific to a particular 
domain (so-called domain-specific data). Examples 
of domain-specific data are listed as follows: data 
containing many technical terms in finance and the 
medical field, and driving-related data that contain 
specific knowledge of road-traffic laws and common 
practices. It is not realistic to prepare a large-scale 
domain-specific document collection for each 
domain; thus, to improve the accuracy of the general-
purpose BERT model for domain-specific task, it is 
necessary to devise a means of handling domain-
specific data. 

A method for building a domain-adaptive pre-
training model by training a pre-trained BERT model 
with additional small- to medium-scale groups of 
sentences (Table 1) has been proposed [2, 3]. In other 
words, a task-specific language model is created. 
Financial BERT and the domain-specific BERT 
framework adopt a similar additional pre-training 
approach.

6.   Financial BERT

NTT DATA constructed a pre-trained model spe-
cialized for financial domains called Financial BERT 
by conducting additional pre-training with finance-
related sentences collected from the Internet. To ver-

ify the performance of Financial BERT, we applied it 
to the qualification examination for the class-1 sales 
representative conducted by the Japan Securities 
Dealers Association [4], and compared its perfor-
mance with other models. Financial BERT was the 
only model that achieved a score equivalent to the 
pass mark (308 points out of 440). 

This qualification examination is taken by sales 
representatives who solicit securities transactions and 
derivative transactions. Between the two classes of 
the examination, class-1 is the higher-level qualifica-
tion, and in 2019, 4633 examinees took the exam, and 
the pass rate was 67.6%. The content of the examina-
tion mainly consists of yes-or-no questions, where 
the examinee needs to tell whether the text is correct, 
and multiple-choice questions where the examinee is 
asked to select the correct one from five options. 
Many of the questions contain technical terms con-
cerning financial products and knowledge about 
financial laws and regulations, so it is difficult to 
answer correctly by applying general knowledge only 
(Fig. 1).

The procedure of Financial BERT is explained as 
follows (Fig. 2).

(1)  Collection of finance-related sentences from 
the Internet. (Web pages that can efficiently 
improve the performance of a BERT model 
are selected. The selection is based on the 

Fig. 1.   Examples of questions answered correctly by Financial BERT.

Correct answer: No

Correct answer: No

Financial BERT: Members of the association are prohibited from employing any person, by any name, who has been judged by the

Japan Securities Dealers Association to be a “second-class misbehaver” for three years from the date of the decision.

Financial BERT: There is no price limit set for Nikkei 225 futures.
Words that the model focuses on (the darker
the area, the more important they are)

Members of the association employing any person,

second-class misbehaver three yearsSecurities

name who judged 

price 

NTT BERT: There is no price limit set for Nikkei 225 futures.There is no price for 

set for 225 futuresThere is no 

NTT BERT: Members of the association are prohibited from employing any person, by any name, who has been judged by the Japan

Securities Dealers Association to be a “second-class misbehaver” for three years from the date of the decision.

any 

from the 

Japanperson

-class Dealers Association 

has been association any 

Red letters: Words that only Financial BERT focuses on

Table 1.   Difference in data scales.
*The concept of data scale varies with the target task and context. In this article, it is based on the categories listed in the following table.

Large scale Medium scale Small scale

A group of sentences the overall characteristics
of which are difficult to capture manually

A group of sentences that is difficult to manually
confirm completely, even by scanning

A group of sentences that can be manually 
confirmed and annotated completely

More than several gigabytes Several megabytes to several hundred
megabytes

Several kilobytes to several hundred
kilobytes
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knowledge accumulated through the applica-
tion of AI to the financial field in previous 
projects of NTT DATA.)

(2)  Additional pre-training of the Japanese BERT 
developed by NTT using the sentences col-
lected from the web pages using the approach 
mentioned above

(3)  Fine-tuning of the pre-trained model with 
task-specific data 

For (1) and (2), NTT DATA maintains pre-trained 
models; thus, when applying the model to projects of 
proof of concept (PoC) and system development, 
only the creation of training data and fine-tuning of 
the model for those projects are required.

7.   Domain-specific BERT framework 
(under development)

The high accuracy of Financial BERT was achieved 
by additional training and fine-tuning the general-
purpose BERT model. During the collection of finan-
cial sentences, web pages for experts were selected, 
and data were collected from those pages. Therefore, 
the cost for constructing the model is high and par-
ticipation of experts is necessary. To solve these prob-
lems, NTT DATA is developing a domain-specific 
BERT framework for automating the collection of 
domain-specific data for additional training. The pro-
cedure of the domain-specific-BERT framework is 
described as follows (Fig. 3).

(1)  Preparation of task-specific data (unsuper-
vised training is sufficient at this point.)

Fig. 2.   Training and fine-tuning process of Financial BERT.
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(1) Collect finance-related
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Fig. 3.   Domain-specific BERT framework.
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(2)  Automatic collection of sentences for addi-
tional pre-training from the Internet by learn-
ing the characteristics of the prepared task-
specific data (i.e., extracting expressions that 
the general-purpose BERT cannot handle well 
from the task-specific data, generating queries 
from that information, and conducting Inter-
net searches using those queries.)

(3)  Selection (using an algorithm) of sentences 
that can be expected to improve accuracy for 
additional pre-training from the collected 
data. (i.e., sentences that can be expected to 
improve task accuracy are extracted from the 
sentence groups collected from the Internet, 
and a data set of domain-specific data is cre-
ated.)

(4)  Additional pre-training of the Japanese BERT 
developed by NTT using the previously 
selected sentence groups

(5)  Fine-tuning the pre-trained model using the 
task-specific data (training data are required at 
this point.)

Similar to the application of Financial BERT, to 
apply the domain-specific BERT framework to actual 
PoC and system development, it is necessary to create 
task-specific training data and fine-tune the pre-
trained model with those data. Higher accuracy is 
aimed for by executing automatic additional pre-
training.

The strengths of the domain-specific BERT frame-
work are (i) it is possible to construct an optimal 
model in accordance with customer data by auto-
mated data collection and selection and (ii) PoC and 
development periods can be shortened because there 
is no need to manually build a domain-specific BERT. 
Before BERT was developed, when handling domain-
specific tasks that contain a large amount of technical 
terms, it was necessary to take specific measures for 
each task such as manually creating a dictionary. By 
using BERT, it is possible to build a general-purpose 
language model by using a large number of docu-
ments instead of building a dictionary. Using that 

model makes it possible to improve accuracy in vari-
ous tasks. Moreover, it is expected that using the 
domain-specific BERT framework will further 
improve accuracy for domain-specific tasks.

8.   Concluding remarks

In this article, BERT, a Japanese version of BERT, 
its application (Financial BERT), and a domain-spe-
cific BERT framework were introduced. The domain-
specific BERT framework is currently being devel-
oped to further improve its accuracy and efficiency.

From 2021, we will provide the domain-specific 
BERT framework to customers in industries such as 
finance, healthcare, and manufacturing to help them 
create new businesses and improve the efficiency of 
existing businesses. Example use cases include auto-
matic answering of FAQs, checking the content of 
electronic medical records, and detecting project 
risks from daily reports. We are also looking for PoC 
partners (in fields not limited to the aforementioned 
industries and use cases) to apply the domain-specific 
BERT framework to support our customers so that 
they can quickly apply BERT’s advanced technology 
to their businesses.

Note: The technology described in this article has 
been tested only in Japanese. It can be applied to 
other languages, but customization is required.
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