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1.   Roles and challenges with an ICT platform 
for connected vehicles

The role of an information and communication 
technology (ICT) platform for connected vehicles is 
to collect videos captured with onboard cameras and 
CAN (controller area network) data from connected 
vehicles, analyze them, and send the analysis results 
to the other vehicles to provide these vehicles with 
more information than they can obtain from their sen-
sors alone. This enables drivers to obtain information 
about their blind spots, preventing traffic accidents 
from occurring.

When connected vehicles are widely used, a large 
amount of data will be collected from a large number 
of such vehicles and may overwhelm the ICT plat-
form. Even in such situations, the ICT platform must 
be able to quickly notify vehicles of urgent informa-
tion, such as that relating to obstacles.

In the collaboration between the NTT Group and 
Toyota Motor Corporation, we conducted field trials 
for several use cases in which the ICT platform noti-

fies relevant vehicles about the processing results for 
the data it has collected.

The vertically distributed computing introduced in 
this article consists of the vertically distributed appli-
cation architecture and technology for dynamically 
selecting processing nodes we developed. The fol-
lowing sections describe the challenges each of these 
technologies addresses, solutions each provides, and 
verification results of the field trials.

2.   Vertically distributed computing

2.1   Vertically distributed application architecture
(1)	� Obstacle detection and notification in the previ-

ous ICT platform
The previous ICT platform used in our collabora-

tion with Toyota was built on the lambda architecture 
[1, 2], in which stream (real-time) data processing 
and batch data processing are executed in parallel, 
allowing both quick results from stream processing 
and detailed results from batch processing to be made 
available (Fig. 1). To be able to execute obstacle 
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detection and notification within 7 s, the platform 
estimated the type and location of any obstacle from 
each frame (image) by stream processing. However, 
the lambda architecture does not take into account the 
requirements for processing time. Therefore, a sys-
tem built on this architecture does not necessarily 
satisfy the requirement to execute obstacle detection 
and notification within 7 s. The actual processing 
time has been about 15 s.
(2)	 Vertically distributed application architecture

To solve this problem, we proposed an architecture 
that allows a processing-time threshold to be set in 
the lambda architecture. This new architecture is 
called a vertically distributed application architecture 
(Fig. 2). In this architecture, groups of processes are 
extracted from a series of processes in the order of 
their processing in such a way that the total process-
ing time does not exceed the threshold. The results of 
these extracted processes can be obtained by the cli-
ent. We revised the ICT platform to run on this archi-
tecture. In the revised ICT platform, object recogni-
tion is extracted from image-data processing, which 
consists of object recognition and object-location 
estimation. By doing so, connected vehicles can 
obtain information about the type of obstacle before 
the ICT platform completes the estimation of the 
obstacle location. To further increase the processing 
speed, the revised ICT platform offloads*1 object 
recognition to network-edge nodes*2, which are 
located closer to the relevant connected vehicles than 

the datacenter servers are. These nodes send obstacle 
information directly to the connected vehicles. In this 
architecture, obstacle detection and notification are 
executed in the following two stages (Fig. 3):

(i)	� First notification: Information about the type 
of obstacle and the rough obstacle location 
(actually, the location of the connected vehicle 
that took the image of the obstacle) is sent to 
connected vehicles near the obstacle.

(ii)	� Notification of details: The type of obstacle 
and more precise information about its loca-
tion, as obtained from the obstacle location 
estimation, are sent to connected vehicles near 
the obstacle.

(3)	 Field trial
In a field trial, the vehicle that took the image of the 

obstacle and the vehicle that received the obstacle 
information were the same. We measured the time 
between when the onboard camera captured the 
obstacle and when the vehicle received the obstacle 
information from the ICT platform. The results are 
shown in Table 1. The first notification was sent 
within 7 s. As mentioned above, the first notification 
only contained information about the approximate 
location of the obstacle because the precise location 
had not yet been calculated at this point. Since this 

Fig. 1.   Lambda architecture.
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*1	 Offloading: A mechanism by which the processing load of a 
computer is reduced by passing it to another computer.

*2	 Network-edge node: A set of computers that are located at NTT’s 
base stations and central offices.
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approximate location was the location of the vehicle 
that took the image of the obstacle, it was several to 
ten meters away from the real obstacle location. 

However, since vehicles can move more than 10 m/s, 
we believe that providing information about the 
approximate obstacle location more than 10 s earlier 

Fig. 2.   Vertically distributed application architecture.
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Fig. 3.   A before-and-after comparison for the introduction of vertically distributed application architecture.
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than had been possible, even at the cost of location 
accuracy, would be extremely valuable for assisting 
safe driving.

2.2   Dynamic selection of processing nodes
(1)	� Issues confronting the ICT platform after the 

adoption of the vertically distributed application 
architecture

The field trial showed that the vertically distributed 
application architecture made quick notification pos-
sible. However, the trial was conducted under condi-
tions such that the computing resources of the net-
work-edge nodes were not exhausted. When con-
nected vehicles are widespread, a large number of 
them may be connected to a small number of net-
work-edge nodes. The concentration of the process-
ing load for object recognition on these edge nodes 
may overwhelm their computing resources, making it 
impossible to send notifications quickly.

One way to distribute a load that would otherwise 
concentrate on a small number of computers is to 
offload the processing load to the most appropriate 
computers on the basis of the acceptable processing 
delay and remaining computer resources. Many such 
technologies have been proposed (e.g., [3]). Howev-
er, adopting only these conventional technologies 
cannot solve the above problem because vehicles can 
move more than 10 m/s, causing the surrounding 
conditions to change quickly from moment to 
moment, and the acceptable processing delay varies 
depending on these surrounding conditions. For 
example, if an obstacle is located on a blind curve, the 
risk of an accident is very high, and it is urgent to alert 
the vehicles near the obstacle. In contrast, if an obsta-
cle is on a road with good visibility, the risk of an 
accident is low, and it is less urgent to send obstacle 
notifications to the vehicles near the obstacle. Con-
ventional technologies do not take into account these 
client situations (i.e., the road situations mentioned 
above). Therefore, if the ICT platform’s load balanc-
ing is based on conventional technologies, obstacle 
notification may not be sent quickly even in situations 

where quick notification is absolutely needed, or it 
may be sent quickly even when there is no urgent 
need for it to be.
(2)	� Overview of technology for dynamically select-

ing processing nodes
To address the issue mentioned above, we devel-

oped a technology for dynamically selecting process-
ing nodes. It adds to the conventional load balancing 
technology the ability to take into account the sur-
rounding conditions of the vehicles to be notified. 
This technology consists of the following three pro-
cesses:

(i)	� Determine data-processing priority on the 
basis of the surrounding conditions of the 
vehicles to be notified (the part added in the 
proposed technology)

(ii)	� Select the computers to which the target pro-
cessing is offloaded (conventional technolo-
gy)

(iii)	� Execute the above offloading (conventional 
technology)

Various algorithms for Process (i) can be conceived 
for each use case. In the field trial, we adopted an 
algorithm designed for the obstacle detection and 
notification use case and verified its effectiveness.
(3)	� Application of the technology for dynamically 

selecting processing nodes to the ICT platform
In the field trial, we adopted an algorithm that takes 

into account the requirement that connected vehicles 
moving at high speed without being able to detect the 
obstacle should be urgently notified. Specifically, the 
platform searches for connected vehicles in the vicin-
ity of the vehicle that transmitted the relevant onboard 
camera image. These are the targets for obstacle noti-
fication. The platform then determines whether it is 
urgent to notify these connected vehicles on the basis 
of the following two conditions (Fig. 4):

(i)	� Whether the average speed of the target con-
nected vehicle exceeds the threshold.

(ii)	� Whether the obstacle is visible from the driv-
er’s seat (to be more precise, whether the 
driver can see the location of the connected 
vehicle that sent the relevant obstacle-contain-
ing image when the object is first detected, or 
whether the driver can see the estimated loca-
tion of the obstacle when the obstacle has 
already been precisely detected and is being 
monitored).

To implement Condition (ii), the platform uses an 
algorithm similar to the selective vehicle-data-collec-
tion algorithm to determine whether the view of the 
obstacle is blocked. If quick notification is required, 

Table 1.   �Results of the field trial of vertically distributed 
application architecture.

Processing time

From obstacle detection 
to first notification

From obstacle detection 
to notification of details

Average (s) Fastest (s) Average (s) Fastest (s)

4.574 4.092 9.772 9.212
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the processing priority is set to high. If quick notifica-
tion is not required, the processing priority is set to 
low. For in-between cases, the processing priority is 
set to medium. This priority setting is summarized in 
Table 2.

The next step is to determine, based on the priority 
setting just described, which computer should exe-
cute the object recognition. As with the conventional 
technology, our technology for dynamically selecting 
processing nodes monitors the remaining resources 
of each computer in the system and selects the appro-
priate computer on the basis of the remaining 
resources of each computer and the processing prior-
ity, as shown in Table 3. Finally, the platform offloads 
the object-recognition process to the selected com-
puter and the latter executes the process.

Figure 5 illustrates an example computer configu-
ration in the ICT platform and how the computers to 
which the target process is offloaded are selected. We 
assume that the network-edge node receives the 
onboard camera videos in the sequence of videos 1 to 
6 in the figure and that the object-recognition priority 
for each video is set as shown in the figure. Object 
recognition 4, which processes video 4, has low pri-

ority thus offloaded to a datacenter server. Object 
recognition 5 has medium priority. It is executed by 
the network-edge node because the above offloading 
has freed up its resources. This exhausts the comput-
ing resources at the network-edge node. Therefore, 
object recognition 6, which has medium priority, is 
offloaded to a datacenter server.
(4)	 Field trial

In the field trial, we examined how the number of 
onboard camera videos sent to the network-edge node 
affects the image-processing time. The results are 
shown in Fig. 6. The horizontal axis shows the num-
ber of videos received per second. The number of 
high-priority videos was varied between 1 and 3, and 
the number of medium-priority videos was varied 
between 1 and 9. The vertical axis shows the increase 
in processing time from a condition under which 
computing resources are sufficiently available. As 
can be seen from this figure, when no dynamic selec-
tion of processing nodes was used, the processing 
time at the network-edge node increased when more 
than three videos were received per second. In con-
trast, when dynamic selection of processing nodes 

Fig. 4.   Determining whether there are connected vehicles requiring quick notification.

Condition (i): Average moving speed

Whether the speed of the
surrounding vehicles exceeds
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Condition (ii): Shielding
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Table 2.   �Setting of processing priority for images from 
onboard cameras.

(i) Average 
moving speed (ii) Shielding Priority

High
Yes High

No Medium

Low
Yes Medium

No Low

Table 3.   �Selection of the processing computer based on 
priority.

Priority Processing computer

High Nearby network-edge node 
with remaining resources

Medium
Nearby computer with remaining 
resources (network-edge node 

or datacenter server)

Low Datacenter server
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Fig. 5.   Example of the dynamic selection of processing nodes.
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Fig. 6.   Results of the field trial of dynamically selecting processing nodes.
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was used, the processing time at the network-edge 
node did not increase until nine*3 videos were 
received per second. This was because the network-
edge node processed only high-priority processes and 
other processes were offloaded to the datacenter. 
Because of this offloading, the processing time at the 
datacenter began to increase when six videos were 
received per second.

3.   Future outlook

Since computer technology is advancing daily, the 
computers in vehicles have become powerful enough 
to process the video from their onboard cameras. 
However, it is not assumed with the current vertically 
distributed computing technology that connected 
vehicles can process onboard camera videos. To 
make more effective use of the computing resources 
at both network-edge nodes and datacenters, we will 
study the extended use of the computing resources in 
connected vehicles.

In the obstacle detection and notification use case, 
an additional type of processing is required: when the 

platform detects an obstacle in the image from a con-
nected vehicle, it needs to determine whether the 
obstacle is being identified for the first time or has 
already been found in the image from another vehi-
cle. This is because, if the obstacle has already been 
found, the connected vehicles near the obstacle will 
have already been notified of the obstacle, and so 
there is less urgency. We are also studying technology 
for determining whether the objects detected by mul-
tiple sensors are identical [4].
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