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1.   Introduction

Internet of Things (IoT) technology makes it pos-
sible to collect a range of information about people, 
objects, and the natural environment in real space and 
centrally manage these pieces of information on the 
cloud. IoT is becoming essential for next-generation 
services that require management of moving objects, 
such as people and vehicles. Such services include 
lane-specific congestion detection, route search to 
avoid congested routes, and aerial delivery of goods by 
drones. In a collaboration between NTT and Toyota 
Motor Corporation, we are studying an obstacle-
detection use case, in which vehicles approaching an 
obstacle on the road are immediately notified of the 
obstacle. To enable this use case, it is necessary to 
store a large amount of data in real time, search the 
data in real time for vehicles present within a certain 
area at any specific time, and determine the number 
of these vehicles.

NTT Human Informatics Laboratories is develop-
ing a real-time spatiotemporal data-management 
system, AxispotTM*1 [1, 2], which stores data sent 

simultaneously from a large number of moving 
objects and searches the data in real time for moving 
objects present within a certain area at any specific 
time (Fig. 1). The following sections present four 
technical issues facing current technologies and 
introduce the four core technologies that are included 
in AxispotTM, which are intended to overcome these 
technical issues. We also evaluate the improvement in 
performance achieved with these technologies. Final-
ly, the issues being addressed to further advance our 
research and development efforts, as well as their 
future outlook, are described.

2.   Technical issues

A spatiotemporal database is a database for effi-
ciently storing, searching for, and extracting groups 
of data related to both spatial information, such as 
latitude and longitude, and temporal information, such 
as time and period [3, 4]. Searching a spatiotemporal 
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database for objects present within a certain area of a 
certain shape (road, parking lot, etc.) using spatial 
information is called a polygon search. To enable the 
obstacle-detection use case, it is necessary to store 
data generated by a huge number of vehicles through-
out the country in a spatiotemporal database and use 
polygon searches to extract only specific vehicles. 
However, the following four technical issues stand in 
the way of achieving our target performance.

•  Issue 1: In an ordinary spatiotemporal database, 
indexes are generated on the basis of a search 
tree*2, which is commonly used in relational data-
bases. However, when data are to be stored or 
deleted in such a database, an update to the search 
tree occurs. If the database is handling data from 
tens of millions of vehicles, such search tree 
updates significantly reduce the efficiency of 
storing, updating, or deleting data, making it dif-
ficult to store data in real time.

•  Issue 2: When it is necessary to handle a large 
amount of data, a distributed database consisting 
of multiple servers is used. In such a case, each 
server is usually assigned to the management of 
data for a specific region. However, the number of 
vehicles on the road differs from region to region 
and varies with the time of day. Therefore, the 

amount of data handled by a server varies greatly 
among the servers that make up a distributed 
database. As a result, the load may be concen-
trated on a few servers, thereby significantly 
reducing processing performance and making 
real-time storage and search difficult.

•  Issue 3: With a polygon search, the more vertices 
the target polygon has, the slower the search 
becomes [5]. Unfortunately, the polygons pro-
vided by high-precision maps*3, which have 
become popular, have a large number of vertices. 
Therefore, polygon searches that use polygons 
provided by a high-precision map are slow, fall-
ing far short of the speed required for real-time 
search.

•  Issue 4: When aggregating the number of vehicles 
on each road around the country on the basis of 
spatiotemporal data in a database, it is necessary 
to assign the number of meshes or polygons 
within the aggregation area to computers in a 
manner that takes into account the number of  
running vehicles in each mesh or polygon. In 

Fig. 1.   Image of using AxispotTM.
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most services, the number of meshes or polygons 
is manually assigned to computers in advance. 
However, as mentioned earlier, the number of 
running vehicles varies depending on the region 
and time of day. Consequently, the amount of 
jobs*4 allocated to each computer is highly 
uneven, making aggregation computation ineffi-
cient.

3.   Proposed technologies

This section describes the four technologies pro-
posed by NTT Human Informatics Laboratories to 
address technical issues (1) through (4) mentioned 
above then introduces the overall architecture of 
AxispotTM.

3.1   Spatiotemporal indexing
This technology does not use a tree structure. It is 

an indexing technology that uses the characteristics 
of a space-filling curve called a Morton curve. The 
two-dimensional (2D) Morton curve shown on the 
left of Fig. 2 is a process of repeatedly dividing the 
world map into four parts and assigning either bit [0] 
or [1] to each partitioned area. The longer this 1D bit 
sequence becomes, the narrower the area it repre-
sents. A forward match search can be executed on this 
bit sequence to search a certain range of space. For 
example, a search of the forward bit [1001...] is a 
search of the yellow box area in the world map shown 
in Fig. 2. We added a time dimension to the Morton 

curve, thereby extending it to a 3D Morton curve. 
Furthermore, the forward and backward bits of the 
generated bit sequence are respectively stored as Key 
and Value in a database called key-value store, as 
shown on the right of Fig. 2. As a result, a spatiotem-
poral range search can be executed on the basis of an 
exact match of Key. This spatiotemporal indexing 
technology makes both high-speed data storage and 
real-time spatiotemporal range search possible with-
out using a tree structure.

3.2   Limited node selection
This technology is a new data-distribution technol-

ogy that determines multiple combinations of servers 
on the basis of location and time and distributes data 
to one of the combinations. This technology provides 
the three effects shown in Fig. 3. (1) Load distribution 
can be equalized by selecting multiple servers instead 
of selecting one specific server for a specific region. 
(2) Since the selected servers included in a combina-
tion change with the passage of time, continuous load 
on specific servers can be prevented. (3) At the time 
of the search, a unique combination of servers can be 
identified on the basis of time and space. Therefore, 
unnecessary searches involving all servers can be 
prevented. This limited node-selection technology 
prevents load concentration on specific servers and 
enables high-speed storage and search.

Fig. 2.   Spatiotemporal index.
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3.3   High-speed polygon search
This technology applies the Douglas-Peucker algo-

rithm [6] for simplifying polygonal lines forming 
polygonal shapes to significantly reduce the number 
of vertices while maintaining the original polygonal 
shape and to speed up polygon search. By applying 
the Douglas-Peucker algorithm to the polygon (raw 
data) in Fig. 4, a polygon with a significantly reduced 
number of vertices (proposed technology) is gener-
ated. After applying this conversion, the high-speed 
polygon search technology efficiently manages poly-
gons in a database. This technology prevents any 

reduction in polygon search speed by using polygons 
generated on the basis of a high-precision map, mak-
ing real-time search possible.

3.4   High-speed spatiotemporal data aggregation
This technology automatically allocates aggrega-

tion jobs within the target aggregation range of spa-
tiotemporal data to computers by using a distributed 
processing platform. As shown in Fig. 5, when data 
for a spatial area are to be aggregated using meshes, 
jobs are allocated to computers in such a way that the 
amount of jobs allocated to each computer is equal 

Fig. 3.   Limited node selection.
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even though the meshes allocated to each computer 
may be spatially scattered. This high-speed spatio-
temporal data aggregation technology prevents the 
allocation of uneven amounts of jobs across comput-
ers and reduces the aggregation response time.

AxispotTM includes these four technologies and has 
the architecture shown in Fig. 6. The spatiotemporal 
database shown in the figure can use Redis [7] and 
Apache Ignite [8] to store spatiotemporal data. The 
static polygon database can use open-source soft-
ware, such as PostgreSQL [9], to store polygon infor-
mation.

4.   Evaluation

This section shows a comparison between when 
both spatiotemporal indexing technology and limited 
node-selection technology are applied to a database 
and when neither technology is applied (i.e., only 
conventional technologies are used) to the same data-
base. We collected data for several million vehicles, 
the number of vehicles constantly running in the 
Kanto region surrounding Tokyo, and used a dataset 
that was designed to search for vehicles that exist in a 
specific space and time. As shown in Fig. 7(a), we 
confirmed that storage performance improved by a 

factor of 3.1 and search performance by a factor of 
246. As shown in Fig. 7(b), we also confirmed that 
these technologies prevent load concentration 
because they evenly allocate data to the servers that 
make up the distributed database. By using these 
technologies in the collaborative field trials with 
Toyota Motor Corporation, we were able to achieve 
real-time vehicle data storage and search.

5.   Future outlook

NTT Human Informatics Laboratories is develop-
ing a technology called Digital Twin Computing [10], 
which copies all relevant objects in the real world into 
a virtual space in real time. To enable this, it is essen-
tial to store and update, in real time, data that are 
transmitted simultaneously from all moving objects, 
including not only humans and vehicles but also 
drones, ships, and satellites, and to search an area of 
any shape, such as a city (buildings, roads, etc.) and 
environments (rivers, etc.), for the necessary data. 
Therefore, we are studying the extension of indexing 
in the height dimension, which is currently not sup-
ported by AxispotTM, as well as the searching of 3D 
polygons.

Fig. 5.   High-speed mesh-based aggregation.
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Fig. 6.   AxispotTM architecture.
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Fig. 7.   Evaluation results.
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