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Create a world in which humans and computers 
can understand each other by pursuing common 

ground between them

—It has been about three and a half years since the 
last interview. Can you tell us about the research you 
are currently working on?

In my last interview, in 2018, I focused on the 
question-answering system used in the “Shabette 
Concier” voice-agent service and dialogue systems. 

Since then, my research has further advanced and 
expanded into other fields. Natural language process-
ing has rapidly improved through deep learning, and 
its possible applications have multiplied consider-
ably. For example, the advent of BERT (Bidirectional 
Encoder Representations from Transformers), a natu-
ral-language-processing model, has caused a para-
digm shift of sorts and dramatically improved the 
performance of natural language processing. Over the 
last few years, I have been applying natural-language-
processing techniques based on deep learning to 
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artificial intelligence (AI) systems.
In 2019, as part of the “Todai Robot Project—Can 

a robot get into the University of Tokyo?” launched 
by the National Institute of Informatics, we devel-
oped an AI robot—using a technology similar to 
BERT and the latest technology at the time—that 
takes the written-English subject of the National Cen-
ter Test for University Admissions and scored a high 
mark of 185 points (deviation score of 64.1). NTT 
released a press release about this achievement [1]. 

We also recently created the chatbot called “Nariki-
ri AI Amadeus Kurisu” (Fig. 1), which has greatly 
improved the accuracy of responses in dialogues 
compared with the previously introduced “Ayase AI” 
chatbot. Narikiri AI (narikiri means impersonation) 
uses a unique method of creating a character of a 
chatbot based on training data obtained from users 
and fans who describe how a certain character speaks, 
thinks, etc. We received 45,000 samples for the train-
ing data of Narikiri AI Amadeus Kurisu, and by using 
deep learning, we were able to create a character with 
high accuracy in response generation. Then, in July 
2021, we created an opportunity for fans to interact 
with the chatbot by using the direct-message feature 
of Twitter. Although limited to three days, the event 
was very well received; in fact, some participants had 
hundreds of conversations with the chatbot, and the 
event received a high rating of 4.59 out of 5 in a sur-
vey. My paper on Narikiri AI was accepted by a top 
conference on language processing [2], so I’m proud 
that this work has been recognized as a significant 
academic achievement. However, some of the chat-
bot’s responses were not suitable for the character, so 
we are currently analyzing user feedback and improv-
ing the chatbot.

—The conversation between computers and humans 
seems to be evolving. Have we reached a level at 
which computers and humans can mutually under-
stand each other?

I’m afraid we haven’t reached that level yet. To 
enable computers and humans to understand each 
other and communicate, we need to develop a system 
that can build common ground between them. Com-
mon ground is the content that is understood by the 
participants in conversation with each other. I believe 
that once common ground between computers and 
humans can be established, mutual understanding can 
be increased and communication between them will 
evolve rapidly, making collaboration between dia-
logue systems and humans possible. Although com-
mon ground is a concept that has been discussed in 
textbooks for more than 20 years, it has not been 
engineered or implemented in a system. However, I 
decided to pursue this theme because I believe that if 
common ground cannot be established, dialogue sys-
tems won’t progress, and the next generation of such 
systems won’t be viable.

Common ground is invisible because it is in the 
mind, which made research on common ground dif-
ficult. To visualize the process of establishing com-
mon ground, we set up a task called CommonLayout 
in which each of the two participants views their own 
figure-arrangement screen and cooperatively deter-
mines the placement of figures while interacting with 
each other via text chat and collected large-scale 
dialogue data between people executing this task 
(Fig. 2) [3]. We quantified common ground by con-
stantly recording the placements of the figures and 
measuring the distance between each figure placement 

Fig. 1.   Narikiri AI Amadeus Kurisu chatbot.

Narikiri AI Amadeus Kurisu

A time machine is not
possible. But it cannot
be said that it is
impossible.

May I ask why you think
so?

What makes you think it
is not impossible?

The reason for thinking
so is simple: science
hasn’t advanced enough
to interfere with the past.

We cannot change the
past. But we can change
the future. That’s why.
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(the sum of vector differences defined between any 
two figures) during the task. In other words, we made 
it possible to visualize the degree to which common 
ground was being established at each point during the 
dialogue. By analyzing these data, we found that the 
process of establishing common ground can be cate-
gorized into several clusters. This research was pre-
sented at the annual conference of the Association for 
Natural Language Processing and received an award 
for excellence in March 2021. In the process of ana-
lyzing these data, we also learned that so-called  
naming plays a key role in building common ground. 
In particular, humans seem to build common ground 
by naming figures and matching their perceptions  
of those figures with those of others [4].

In addition to the above-mentioned work, to clarify 
the effect of modality (channels of information such 
as text, audio, and video) and social relationships on 
the process of constructing common ground, I’m 
extending my research on the CommonLayout task 
conducted via text chat to construct and analyze a 
corpus (a large-scale collection of natural language 
and other data) composed of audio and video. We 
found that it is easier to establish common ground 
when audio and video are used rather than when only 
audio is used. We also found that it was easier to 
establish common ground when the participants were 
acquainted rather than when they met for the first 
time. The reader might think these findings are obvi-

ous. However, the process of building common 
ground differs according to the conditions, and I 
believe that these differences will lead to important 
findings. By analyzing the effects of modality and 
social relationships on the establishment of common 
ground, we hope to create a dialogue robot that can 
smoothly establish common ground between com-
puters and humans. I’d also like to establish common 
ground from various angles, and we are working on 
the task of naming the shapes of the pieces in a tan-
gram (a puzzle composed of seven pieces dividing a 
square) while the participants are having a dialogue 
during the task.

I want to accelerate my research and expand it 
by combining different disciplines

—How much research on common ground has been 
done?

Although researchers in the philosophy of language 
have examined how humans establish common 
ground, engineering approaches are few and far 
between; in fact, only a few researchers around the 
world are focusing on this theme. I’m keeping my 
eyes open and reviewing the literature, but there are 
currently not many relevant reported studies. There-
fore, to create a future in which AI and humans can 
collaborate, I’m accelerating research on this theme 

Fig. 2.   CommonLayout task.
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with determination. I’m also promoting joint 
research. For example, the above-mentioned tan-
gram-naming task is pursued in a joint research with 
Shizuoka University, and I’m collaborating with Pro-
fessor Yugo Takeuchi, an expert in cognitive science.

I’m also working with Professor Yasuhiro Minami 
of the University of Electro-Communications on 
researching the naming in building common ground I 
mentioned earlier. In addition to studying speech pro-
cessing, Professor Minami is also studying language 
development in young children. Through our collabo-
ration, we are thus able to pursue engineering and 
language development in combination. I’m also col-
laborating with Professor Kazunori Takashio, an 
expert in social robotics at Keio University, on the 
effect of the modality and social relationships in 
building common ground. Through these collabora-
tions, I’m advancing my research on common ground 
by combining various disciplines.

—You seem to be engaged in academically and 
socially significant activities, including active joint 
research.

I think there is academic significance in doing what 
has been avoided so far. When researching dialogue 
systems, it is relatively easy to analyze the verbal 
exchanges that are visible as text and manifested as 
phenomena. However, it is difficult to analyze and 
evaluate what the other party is thinking when they 
say those words. The research on the CommonLayout 
task is to visualize those thoughts and eliminate that 
difficulty. My research is progressing, and I’m confi-
dent that the day is near when we will be able to build 
a dialogue system that enables humans to work 
together with AI when thinking about and deciding 
on product placement and other issues. 

I think that research on dialogue systems is cur-
rently at a standstill. That is to say, deep learning is 
still limited in what it can do. We can have a conversa-
tion with an AI system, but it is still only for a short 
time. If the system forgets yesterday’s communica-
tion, intellectual collaboration between humans and 
AI will not be established. I want to develop AI 
capable of long-term communication to be a partner 
for us humans so that it can accompany us through 
our lifetime.

I believe that by pursuing common ground, we can 
make human society better 20 years or so from now. 
As I say in my book “Chatting Skills of AI” (KADO-
KAWA), I hope to create a world in which humans 
and computers can build a two-way relationship and 

enhance mutual understanding.

Be willing to go beyond your area of expertise

—What qualities are required of researchers today?

Compared with 2001, when I joined NTT, it is now 
possible to conduct many experiments relatively 
inexpensively through crowdsourcing and other 
means. Therefore, I think that researchers are in a 
fortunate environment. On the contrary, companies 
with vast financial and human resources, such as 
GAFA (Google, Apple, Facebook, and Amazon), are 
investing in research and development to rapidly 
bring new products and services to the world. The 
improved research environment has increased the 
tempo of research and development and intensified 
competition.

To survive in these times, researchers are required 
to constantly take on new challenges. It is also neces-
sary to keep in mind our impact on—and contribution 
to—society as we pursue our research. To meet these 
requirements, I believe it is important to be willing to 
go beyond our own area of expertise. Many problems 
can only be solved by incorporating knowledge from 
other research areas, and we are no longer in an era of 
sticking to only one area of specialization such as 
language processing; rather, we are required to have 
a multifaceted and broad perspective. For example, 
when building a dialogue system, we must keep in 
mind the development of laws, etc. and consider soci-
ety, users, etc. in a composite manner; otherwise, 
even if we develop a system born of outstanding 
research, we will not be able to roll it out.

In fact, dialogue systems were not the theme that 
interested me when I joined the company. I wanted to 
pursue machine translation because I loved words, 
but the theme assigned to me was dialogue, which I 
found so interesting that I ended up doing it for 20 
years. Since that experience, I’ve been working with 
the spirit of “let’s try everything.” Basically, I never 
refuse a request.

—What would you like to say to young researchers?

I believe that researchers should do what they want 
to do; whatever it takes. I also believe one of the 
important roles of a senior distinguished researcher is 
to set an example and show that one needs to do what 
one wants to do. It is important to be interested in new 
things, have a multifaceted and broad perspective 
beyond one’s area of expertise, and not be afraid to 
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try anything. Why not start by putting your curiosity 
first and trying anything? When we are young, we 
sometimes think that one mistake means it’s all over. 
Immediately after I joined NTT, I was worried that if 
I did not get a paper accepted by a top conference 
within about three years, I’d be on my way out. For-
tunately, I managed to get a paper accepted with the 
help of my mentor; even so, I was still afraid of 
failure and thought I might be branded an unfit 
researcher.

However, I don’t want young researchers to worry 
about failing. That’s because they can use their fail-
ures to move on to the next stage of their develop-
ment. To put it another way, if you think of years of 
service as the denominator and failure as the numera-
tor, the denominator is small when you are young, so 
the damage of failure may be severe, but as the 
denominator becomes larger, that severity is diluted 
by your longer service, so the way you perceive fail-
ure changes. 

As a member of a corporate organization, you will 
sometimes be obliged to follow company policy and 
instructions from supervisors. However, it is impor-
tant not to abandon what you want to do to focus on 
your obligation but to connect with peers as well as 
with researchers who share similar interests. In my 
case, the connections that I’ve made with the aca-
demic community have been a great help. It is a good 
idea to build relationships not only with people inside 
your company but also with people outside the com-
pany from a young age.
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