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1.   Introduction

Advances in communication network, cloud-serv-
er, and application technologies have made it possible 
to provide a higher satisfaction level of communica-
tion services. However, the resources of networks, 
cloud servers, and user terminals are limited, so the 
increase in the number of service users can cause 
network congestion and server resource constraints. 
When these situations occur, the throughput degrades 
and latency increases, and users cannot receive data 
properly at their terminals. As a result, users cannot 
experience a high satisfaction level of service. To 
avoid these quality degradations, service providers 
are deploying network, cloud-server, and application 
control technologies to overcome temporary resource 
constraints. However, improvements in these single-
domain control techniques are limited. Therefore, it is 
important to coordinate and cooperatively control 
network, cloud-server, and application information.

The requirements (i.e., intents) that service provid-
ers and users demand of services generally differ for 
each service type. For example, a video-streaming 
service provider monitors the number of video users 
and the viewing time to encourage continuous use of 
the service. Thus, the service provider has an intent, 
i.e., a demand to increase the number of viewings or 
lengthen the viewing time. Similarly, the service pro-
vider of a connected vehicle has an intent to deliver 

video to the monitoring center without interruption to 
monitor what is happening inside and outside the 
vehicle. However, since it is not possible to provide 
services with an excessive amount of network, cloud-
server, and application resources, these intents are 
converted into resource information for networks, 
cloud servers, and applications, which are coordinat-
ed to provide appropriate quality of service (QoS). 
Therefore, networks, cloud servers, and applications 
need to be controlled in a coordinated manner to pro-
vide appropriate QoS.

The intent artificial intelligence (AI) mediator 
called Mintent is introduced as a technology that 
coordinates and cooperatively controls networks, 
cloud servers, and applications on the basis of intents 
of service providers and users, as shown in Fig. 1.

2.   Recent activities regarding intent-related 
technology in standardization

The Industry Specification Group on Experiential 
Networked Intelligence (ENI) of the European Tele-
communications Standards Institute is developing a 
method for specifying the goals and requirements of 
operations that operators want to achieve as intents, 
which are described in restricted natural language. 
ENI 008 Intent Aware Network Automaticity released 
in March 2021 defines the architecture and functional 
blocks required to process an intent and discusses the 
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lifecycle management of intent operations and ele-
ments such as external interface requirements. Proofs 
of concept applying intent management methods to 
the cloud and wireless networks are also being active-
ly carried out.

TM Forum, an industry association for communica-
tion service providers and their suppliers, advocates a 
closed loop architecture to achieve autonomous net-
work operations by taking into account the business, 
service, and network-resource layers, and the inter-
working of loops between each of these layers is 
defined as shown in Fig. 2. In this architecture, the 
autonomous network is achieved using the intents 
defined by the users and operators as the goal. This 
architecture has been discussed to study how to mini-
mize the total operation cost.

3.   Mintent

To provide services that satisfy intents of service 
providers and users, it is not enough just to use 
respective control technologies in the network, cloud-
server, and application domains. Therefore, Mintent 
was developed as a technology for sharing and coor-
dinating information obtained from each domain to 
provide a higher satisfaction level of services by tak-
ing into account the intents of service providers and 
users (Fig. 1). An overview of the elemental technolo-

gies of Mintent is described below.

3.1   Application control technologies
Application control technologies to obtain video 

data with different video coding bitrates (i.e., adap-
tive bitrate streaming) or control video coding bitrates 
(i.e., Google Congestion Control) on the basis of 
network throughput, packet loss, and/or fluctuations 
in the amount of received data have become common 
for video streaming and web conferencing. These 
technologies provide a service without stalling by 
requesting video data with a lower coding bitrate 
when QoS (i.e., throughput, packet loss, and delay) 
degrades. However, such technologies cannot control 
on the basis of the service provider’s or user’s intent 
because the control is based only on QoS.

For example, service providers have an intent to 
avoid increasing content-delivery-network and net-
work costs by providing services with excessive qual-
ity if they can maintain a certain level of suitable 
quality. Similarly, users have an intent to avoid exces-
sive data consumption by receiving high-quality 
video. To satisfy these intents, we proposed technolo-
gies that do not transmit excessive data while main-
taining a suitable quality level [1, 2]. These technolo-
gies consist of a quality-estimation model that esti-
mates quality of experience (QoE) and request video 
data so that the QoE satisfies the suitable quality 

Fig. 1.   Concept of intent AI mediator (Mintent).
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level. This prevents excessive quality and excessive 
data transmission, thus satisfying the intents of ser-
vice providers and users.

3.2   Cloud-server control technology
As the environment surrounding the service chang-

es, to maintain optimal resource allocation while 
satisfying QoE requirements, server resources need 
to be designed on the basis of various situations and 
requirements. With the diversification of services and 
increasing complexity of resource control, however, 
resource design and control based on the experience 
of service engineers or system performance-based 
methods are no longer adequate. Such a conventional 
approach has issues, such as service engineers are 
required to have much experience and high skill lev-
els, the difficulty in providing services in accordance 
with user quality requirements and usage conditions, 
and the need to allocate extra resources to satisfy 
quality requirements.

To address these issues, we proposed a cloud-ser-
vice-resource optimal-control technology that proac-
tively and automatically calculates the amount of 
resources [3]. This technology handles user-experi-

ence quality requirements and service-provider per-
formance requirements as intents, then the optimal 
cloud resource that satisfies the intent is calculated on 
the basis of the system environment, usage status, and 
planned usage information. The optimal cloud 
resource that satisfies the intent can be proactively 
controlled using an AI model that can predict perfor-
mance on the basis of the system environment, usage 
status, and planned usage information.

3.3   Network control technology
Network control technology optimizes communi-

cation paths to maximize the efficiency of network 
equipment utilization while satisfying QoS require-
ments on the basis of the intents of users and network 
operators.

With the advancements in virtualization technolo-
gies such as software-defined networking and net-
work functions virtualization, networks can be 
dynamically and flexibly controlled by software 
operations. As the services and terminals used 
become more diverse regarding user intent, QoS 
expected for the network is also becoming more 
diverse. In addition, network operators have an intent 

Fig. 2.   Autonomous network architecture using intent in TM Forum.
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to use equipment efficiently and reduce equipment 
expansion.

To satisfy the intents of users and network opera-
tors, we proposed an optimal-route-allocation meth-
od to accommodate as many users as possible while 
satisfying QoS requirements calculated on the basis 
of users’ QoE requirements by using network virtual-
ization technology [4]. Since the optimum route allo-
cation at a certain point in time is not always the 
optimum allocation in the future, this method 
improves the utilization efficiency of equipment by 
optimizing the resource allocation in consideration of 
future demand.

4.   Multi-domain cooperative control technology 

Multi-domain cooperative control coordinates the 
control for each domain (e.g., application, network, 
cloud server, and resource of other operators) to opti-
mize the entire resource across domains while satis-
fying QoS requirements on the basis of the intent.

In future networks, such as IOWN (Innovative 
Optical and Wireless Network) and 6G (6th-genera-
tion mobile communication systems), controllers and 
orchestrators will be deployed in each domain and 
control the resources of the domain autonomously on 
the basis of the elemental technologies mentioned 
above. In this environment, individual optimization 
within a domain does not necessarily translate into 
optimization across domains. Therefore, the end-to-
end intent may not be satisfied and resource utiliza-
tion may be inefficient.

For optimal control across domains, we are devel-
oping sharing of communication quality among 
domains and optimization of control order consider-
ing control execution time as mechanisms to coordi-
nate autonomous control by controllers in each 
domain. When communication quality in a certain 
domain degrades due to resource congestion or other 
reasons, resources will be over-allocated in other 
domains if the same amount of resources as in the 
normal case is reserved. Therefore, sharing of com-
munication quality among domains prevents over-
allocation of resources in other domains by sharing 
the communication quality achieved in each domain. 
As the types of control in each domain become more 
diverse, the execution time also varies. For example, 
rerouting in a network domain may take less than 1 
minute, and cloud-server resource expansion may 
take 5–10 minutes. When congestion avoidance con-
trol is executed in multiple domains during resource 
congestion, the end-to-end communication quality 

deteriorates until the control with the longest execu-
tion time is completed. Therefore, optimization of 
control order considering control execution time 
shortens communication-quality deterioration by 
optimizing the content and order of control in consid-
eration of the difference in execution time for each 
control.

5.   Use cases of Mintent

Mintent enables multi-domain cooperative control 
such as the cooperation between wireless networks 
and applications, wired networks and applications, 
cloud servers and applications, and wired networks 
and cloud servers. The following sections describe 
the use cases and benefits of the coordination between 
wireless networks and applications and between 
wired networks and cloud servers.

5.1   Monitoring of in-vehicle camera videos
Studies for automated driving are rapidly advanc-

ing. However, fully automated driving will not be 
achieved immediately, and for the time being, driver 
assistance is the initial target. Specifically, images 
captured with an in-vehicle camera are sent to a 
monitoring center, where an observer monitors the 
images to assist the driver. In this case, the service 
provider has an intent to enable the non-stop delivery 
of surveillance video. Since wireless-network quality 
generally fluctuates, a high video-coding rate relative 
to the throughput causes packet loss, which distorts 
the video and prevents proper video monitoring. 
Therefore, current technologies either deliver video 
at a fixed coding rate designed to be safe with respect 
to wireless-network quality or deliver video at a low 
coding rate that does not reliably cause packet loss by 
capturing dynamic changes in the past wireless-net-
work quality. Therefore, surveillance video with suf-
ficient video quality cannot be provided to the 
observer, and there is a concern that the observer may 
fail to detect hazards both inside and outside the 
vehicle. Therefore, as shown in Fig. 3, Mintent 
dynamically controls the encoding rate by sharing the 
throughput value predicted as the future wireless-
network quality with the encoder that encodes the 
in-vehicle camera video. This enables video trans-
mission in accordance with the wireless-network 
quality and aims to transmit high-quality video in 
accordance with the wireless-network quality.

5.2   Robot control in smart factories
Automation of robot control is being studied for 
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smart factories. Factory managers have an intent to 
keep robots running without stopping. To achieve this 
intent, communication-quality degradation that 
affects robot control must be minimized. Mintent 
coordinates the control of multiple domains and opti-
mizes the control content and sequence by taking into 
account the control-execution time to shorten the 
quality-degradation period.

Consider the environment with a network domain 
and cloud-sever domain shown in Fig. 4. The robot-
control function is deployed on the server close to the 
factory, and the camera-image analysis function is 
deployed on the server far from the factory. Consider 
the case in which processing delays increase due to 
temporary resource congestion on the server where 
the robot-control function is deployed. As a funda-

mental solution, the cloud-server-domain control 
needs to expand the resources of the server. However, 
since server-resource expansion takes about 5–10 
minutes to execute, the processing delay continues to 
increase during this period. As a result, robot control 
is affected, and the factory manager’s intent is not 
satisfied. Mintent can shorten the period of quality 
degradation by distributing the load to servers with 
sufficient resources by changing routes in network 
domains with control times of 1 minute or less as a 
temporary solution until the control of resource 
enhancement is completed.

6.   Conclusion

In this article, the need for an intent AI mediator 

Fig. 3.   Monitoring of in-vehicle camera videos.
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(Mintent) was described. Subsequent articles will 
introduce the latest research and development of indi-
vidual technologies at NTT laboratories.
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